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Abstract

Clinical practice guidelines (CPGs) are increas-
ingly common in clinical medicine for prescrib-
ing a set of rules that a physician should fol-
low. Recent interest is in accurate retrieval of
CPGs at the point of care. Examples are the
CPGs digital libraries National Guideline Clear-
inghouse (NGC) or Vaidurya (DeGel), which
are organized along predefined concept hierar-
chies, like MeSH and UMLS. In this case, both
browsing and concept-based search can be ap-
plied. Mandatory step in enabling both ways to
CPGs retrieval is manual classification of CPGs
along the concepts hierarchy. This task is ex-
tremely time consuming. Supervised learning
approaches, where a classifier is trained based on
a meaningful set of labeled examples is not a sat-
isfying solution, because usually too few or no
CPGs are provided as training set for each class.

In this paper we present how to apply thax-
SOM model for multi-classification. TaxSOM

is an unsupervised technique that supports the
physician in the classification of CPGs along the
concepts hierarchy, even when no labeled ex-
amples are available. This model exploits lexi-
cal and topological information on the hierarchy
to elaborate a classification hypothesis for any
given CPG. We argue that such a kind of unsu-
pervised classification can support a physician to
classify CPGs by recommending the most prob-
able classes. An experimental evaluation on var-
ious concept hierarchies with hundreds of CPGs
and categories provides the empirical evidence of
the proposed technique.

Introduction

To support tasks such as the run-time application of a
guideline, itis often important to be able to quickly retee
a set of guidelines most appropriate for a particular patien
or task. Correctly classifying the guidelines, along asynan
semantic categories as relevant (e.g., therapy modes; diso
der types, sighs and symptoms), supports easier and more
accurate retrieval of the relevant guidelines using concep
based search. This approach is implementedaiidlurya
— a concept based and context sensitive search engine for
clinical guidelinedMoskovitchet al, 2004, which is the
search engine of thBigital Electronic GuidelinE Library
(DeGel). Electronic CPG repository, such as the National
Guideline Clearinghouse (NGC) provide a hierarchical ac-
cess to electronic CPGs in a free-text or semi-structured
format (see<http://www.ngc.org-).

The construction of such concept hierarchies and the
consequent classification of CPGs along the provided con-
cepts is usually committed to physicians that in the follow-
ing of this paper will be also referred to &saxonomy ed-
itors”. This classification, however, is mostly manual and
extremely time consuming. Thus, an automatic process
where CPGs are classified automatically along the concepts
hierarchy is crucial, while very challenging.

The main aim of this paper is to provide a tool that assists
the domain expert (physician), who classifies the CPGs.
The idea is that whenever the physician needs to classify
a set of CPGs, the tool provides recommendations on the
most probable classes for each CPG. In particular, the tool
is specially suited to help the physician when concept hi-
erarchy is built from scratch, and no examples of labeled
CPGs are provided for each class. In this case there is not
any premise for a successful training of any existing super-
vised classifier, therefore, recommendations can be given
only using an unsupervised model. We refer this task to as
the bootstrappingproblem[McCallum and Nigam, 1999;
Adamiet al, 20034. Then, once the physician is provided
with the set of recommended classes for each CPG she can

Clinical practice guidelines (CPGs) are an increasinglyselect the most appropriate.

common and important format in clinical medicine for pre-

The interesting part of this approach is that while the

scribing a set of rules and policies that a physician shoulgbhysician manufactures the concept hierarchy she also in-
follow. According to studies, clinical guidelines improve serts some prior knowledge on the desired organization of
medical practice. They improve the quality (and possiblydata. Actually, each new concept added to the hierarchy is
also the cost-efficiency) of care in an increasingly complexusually labeled by a few keywords describing the supposed
health care environmeliGrimshaw and Russel, 19p3lt semantic meaning of its content. Moreover, the concept
would be best if automated support could be offered tas related to other concepts (more specific, more general,
guideline-based care at the point of care. related to, etc.). This prior knowledge is exploited by the



proposed model in order to perform a preliminary classifi-at the first and second level of the hierarchy, especially

cation of CPGs according to their contents and the desiredhen using conjunctive querigdoskovitch and Shahar,

organization within the hierarchy. 2004. However, in order to implement an accurate con-
The evaluation of the proposed approach has been pecept based search manual classification should be applied

formed on a set of real data selected from the above mery an expert, a very time consuming task. Thus, an auto-

tioned NGC database. The promising results showed thanatic hierarchical classifier for clinical guidelines isier

the approach can be valuable in order to create and populatéal. At least it can help during the manual classification

new electronic hierarchical repositories of CPGs. recommending the most probable concepts to be assigned
In Section 2 some research works related to medicalo the documents.

knowledge management are discussed. Section 3 gives a

descript.iorj of the ad.dres_se'd task with some r_eferences 9 Task Definition

works aiming at solving similar problems. Section 4 intro-

duces the model used to test the proposed solution. Seé concept hierarchy (also referred to as taxonomy) is a

tion 5 describes the experimental setup. Finally, Sectons hierarchy of categories (also referred to as classes) which

and 7 discuss the results of experiments and draw soma'e represented as nodes in a tree. Each node is described

conclusions respectively. in terms of both linguistic keywords (also referred to as
labels) that ideally denote the “semantic meaning” of the
2 Related Works nodes, and relationships with other categories. The leaves

of the tree represent specific concepts, while nodes near the
Traditional text retrieval systems use the “vector spaceoot of the tree represent more general concepts. In our par-
model” in which terms are extracted from the documentticular task, each node of the hierarchy can contain CPGs
and represented by either their term frequency &m@  and, in general, each CPG can belong to more than one
of-wordsor their term presence/absence aetof-words  category.
The limitation of this approach is that humans search using Annotation of document to classes is a typical task in
concepts instead of terms. In the medical domain, concepinformation retrieval. The goal here is to identify the set
based search refers to a text retrieval approach where thaf categories that best describe the content of an unclas-
documents are mapped to concepts based on their contensified CPG. A wide range of statistical and machine learn-
SAPHIRE systenlHersh and Greens, 198%or exam-  ingtechniques have been applied to text categorizatian (se
ple, uses an approach in which concepts used for indexinfpr example[Ceci and Malerba, 2003; Chakrabagtial,,
are automatically extracted from the document. Actually,1997; Chenggt al, 2001; Doaret al,, 2003; Dumais and
within biomedical domains, documents and queries are ofChen, 2000; Joachims, 1998; Jordan and Jacobs, 1994;
ten mapped into a large vocabulary such as MeSH (seKoller and Sahami, 1997; Ruiz and Srinivasan, 2002;
<http:/iwww.nIm.nih.gov/mesk) or UMLS [Humphreys  Sun and Lim, 2001; Wangt al., 1999; Weigencet al,
and Lindberg, 1998 which is one of the major resources 1999). However, none of the above models can be used to
offered by the National Library of Medicine. The concepts solve the proposed task. Actually, these techniques are all
in these vocabularies are represented in a hierarchicalstr based on having some initial pre-labeled documents, which
ture. This approach is somewhat limited, since users arendre used to train a (semi)-supervised model. Moreover, Al-
always familiar, while querying, with the concepts in thesethough many real world classification systems have com-
vocabularies. Moreover, several studies had shown thailex hierarchical structure, few learning methods caiaital
such implementation of concept-based search might actwen this structure. Most of the approaches above ignore the
ally decrease the retrieval performaretersh and Hickam, hierarchical structure and treat each category or class sep
1993, mainly because there are no good automatic conceprately, thus in effect 'flattening’ the hierarchical stiwre.
extractors. In the case this hierarchical structure is kept the models

This hierarchical organization of documents, also allowsonly classify on the leaves of the structure.
browsing through the concepts using the hierarchical struc These problems are partially solved by the way we use
ture. Such a browsing method forces the user to navithe TaxSOMmodel[Adamiet al, 2003. The model uses
gate the conceptual hierarchical structure. Alternagivel  the prior knowledge to drive a clustering process and, as a
these directories, searches can be limited to a specific comesult, it organizes the CPGs on a given concept hierarchy
cept and its sub-concept contents. However, in the medicalithout any need of supervision during training. Basigally
domain documents are usually classified by a multitude othe model bootstraps the given taxonomy with a prelimi-
concepts, often as many as a dozen or even tens of comary classification of CPGs that afterward need to be re-
cepts. viewed by the taxonomy editor.

An example of solution to this problem is provided by  The basic idea of théootstrappingprocess is to sup-
Vaidurya, a concept based and context sensitive search epert and alleviate the manual labeling of a set of unlabeled
gine for clinical guidelinegMoskovitchet al, 2004. This  examples, providing the user with an automatically deter-
engine implements a concept based search where the usained preliminary hypothesis of classification. The idea is
has to choose few concepts and the logic relation betweeto exploit the linguistic and the relational information-en
them. In his query the user defines a relevant subset of theoded within a taxonomy through an unsupervised learning
collection, based on the conceptual indexing. model. The paper illustrates holaxSOMcan be used to

Recent results had shown that searching within a hieradearn the prior knowledge encoded within a concept hier-
chical concepts indexing improved full text retrieval, eve archy in order to perform this preliminary classification of



CPGS ‘ Disease Condition ‘ ‘ Treatment Intervention ‘

In particular, the task goal is to provide the user with a HD | Trerapeutc Deces Analytal
list of recommended classes for each CPG, i.e., the most
probablek classes to which the CPG could belong. eopiaoms |

Diagnosis I

Pathological Symptoms
Conditions Signs

Surgical Operative Procedure%

4 Classlflcatlon Models System Diseases Nervous I Therapeutics I
A strategy to classify documents using prior knowledge is Virus Diseases | Amp Drugs Chemicals |
proposed by Yan§iyang, 1994. Unlabeled documents are Ho,ganicchemm |

classified according to the lexical information associated
the categories. Specifically, a reference vector is built fo Figure 1: The eight selected taxonomies are sub-

each category, through the encoding of its labels. The doct'axonomies of the two original concept hierarchies. Specif

uments are then associated to the category having the_ neﬁl&ally, the eight leaves in the above two trees (dark bordiere
est reference vector (a standard prototype—based minimu xes)

error classifier). In the following, this simple class of key
word matching algorithms will be referred to haseline
categorization approach. have a mean of 10 classifications, while there exist CPGs

This classification method uses only lexical information, classified by 90 concepts.
while topological information is neglected. To also use the To evaluate the model with a plurality of datasets, we
hierarchical information we revised tihaselinemodel ac-  decided to split down the two original dataset (“treatment
cording our scenario. Specifically, hierarchical knowkedg intervention” and “disease condition”) into eight smaller
was exploited building codebooks through the encoding ofind different datasets (see Figure 1). These datasets were
all labels in the current node and in all its ancestors,ale., selected according to dimensional criteria decided in the
labels of the nodes in the path from the root to the currenbeginning of our testing process — their depth (i.e., how far
node. the leaves are from their root), the number of nodes and the

The above idea has been developed even more in theumber of CPGs. The variability of both topics and dimen-
TaxSOMmodel[Adami et al., 20030. Specifically, aTax-  sions allows the evaluation of the model without biases due
SOMis a collection of computational units connected soto any prior knowledge, such as topic vocabulary, dimen-
as to form a graph having the shape isomorphic to a givesion of taxonomy, number of classes for each CPG, etc.
taxonomy. Such computational units, namely codebooks, Table 1 summarizes the statistics of the selected tax-
are initialized as fobaseline Then an unsupervised train- onomies. It can be seen that the depth of the hierarchies
ing algorithm (similarly to Self Organizing Mad&oho-  ranges from 5 to 9 layers, with few hundreds nodes. While
nen, 2001) adapts these codebooks in order to take intahe number of CPGs range from hundreds to thousand.
account both the documents similarity and the constraint&lore interestingly, many nodes are not represented by any
determined by the labels and the relationships. The basi€PG, therefore, supervised classifiers cannot be learnt on
idea is that once daxSOMhas been properly trained the these datasets. The main characteristic of such datasets
final configuration of the codebooks describes a clustereds that usually the leaves are not empty, while the inte-
organization of documents that tailors the desired rafatio rior nodes (i.e., nodes that appear as parent of other nodes)
ships between concepts. many times are empty (sometimes more 8% of times).

The learning procedure of BaxSOMis designed as an Each taxonomy was preprocessed separately. The con-
iterative process that can be divided into two main stagestent of documents and the category labels were cleaned
a competitive step and a cooperative step. Dudagipet-  removing stop—words (articles, conjunctions, and preposi
itive step the codebook most similar to the current inputtions) and reducing the vocabulary (i.e., the vector space
vector (a document) is chosen as thimner unit. In the representation) to 500 important keywords plus the labels
cooperativestage all codebooks are moved closer to the in-of nodes. The important keywords were selected using the
put vector, with a learning rate proportional to the inversenotion of Shannon Entropy Finally, CPG contents were
of their topological distance from the winner unit. The it- encoded with aset—of-wordsepresentation (i.e., binary
erations of the two steps are interleaved with an additionalectors).

phase where the codebooks are constrained by fréori As previously outlined, since to our knowledge there are

lexical knowledge localized on the nodes. not models devised to solve the proposed bootstrapping
problem, we comparefiaxSOMwith the simple approach

5 Experimental Setup based on keyword matching refer totzsseline

. The model was tested on each taxonomy performing
We tu(sjed the NSQFhCPC?PSGCQ”et%t'OIQ ct;%erz]\_/aluatﬁ the Slljgén hypothesis of classification for all CPGs, and the re-
gested approach. 1he LS in the \erarchy aré Clagy,ts’ were then compared with the original labeling. Ac-
sified along two hierarchical concept trees, Disorders an

X = “tually, the addressed task requires the multi-classi6nati
Theraples._ Each concepts tree has roughly 1,000 uniquss cpes, therefore given a CPG, both models generate a
concepts, in some regions the concepts trees are 10 le ' ; '

. N hi lue f h class. Th hi |-
els deep, but the mean is 4 to 6 levels. There are 1l3é1embers 'p value for each class ese membership va

CPGs, each CPG may have multiple classifications at dif-  ishannon entropy is a standard information theoretic approach
ferent nodes by both concept trees and within the same treghat can be used to measure the amount of information provided
The classification is not necessary only on the leaves. CPQsy the presence of a word in the dataset.



taxonomies

diagnosis | neoplasms| organic | pathol. | surgical | system [ therap. | virus
chem. | sympt. | operat. | diseases
cond. | proced. | nervous
statistics signs

max tree depth 7 8 9 8 5 7 6 6
tot nodes 278 230 326 214 210 318 247 124
tot docs 1248 501 367 516 396 606 929 432
min docs/node 0 0 0 0 0 0 0 0
max docs/node 20 20 20 20 16 20 20 20
average docs/node 4.49 2.18 1.13 2.41 1.89 1.91 3.76 3.48
min w/doc 52 66 40 563 582 587 571 704
max w/doc 463 387 444 5132 5050 5726 6074 | 10599
average w/doc 218 223 232 1633 1378 1573 1707 261
docs on leaves 67% 63% 85% 62% 67% 66% 66% 61%
% of leaves 66% 55% 48% 62% 68% 56% 63% 52%
empty nodes 14% 23% 46% 21% 15% 25% 10% 30%
empty leaves 1% 3% 6% 4% 5% 9% 0% 0%
empty interiors 39% 46% 84% 50% 35% 46% 26% 64%

Table 1: Statistics of the selected concept hierarchies.fifét group of rows describe the trees’ dimension. The sicon
group describes the datasets’ dimension. The third groeglticuments’ dimension. While the last two groups of rows
describe respectively the distribution of CPGs in the highies.

ues are then used to rank the classes, and this ranking is e k'°°‘|’|e’age S— |
then used to select the best classes to recommend to th@axonomies [F=T0[F =20k = 10% ||k = 10k = 20 [k = 10%]
user. To evaluate the proposed two models we devised @agnosis 11.3] 23.3] 30.9(28)] 32.9] 46.8] 559 (28)
specific measure — thaulti-classification k-coverage pre- neoplasms 38.2|  462| 48.1(23) 47.2) 63.7| 67.5(23)

H hi I . f | h organic chem. 60.7 71.0| 79.3(33) 73.1 80.0| 81.4(33)
cision This measure allows a comparison O models rat €lathol. sympt. 42.8 55.4| 56.8(21) 64.2 76.5| 77.9(21)

than an objective evaluation. surgical op. 441 704| 720(21)| 688| 76.9| 78.0(21)
The measure counts the percentage of CPGs “correctly pesiio® | 2551 303| s0o0a|  soal  esa| vag0e
classified with respect to the total number of CPGs. Thevirusdiseases| 27.5| 489| 30.5(12)|| 58.0/ 72.5| 59.5(12)
meaning ofk-coveragsds strongly related to the definition disease cond. 80|  14.0/553(283) 21.6]  34.7/80.0(283)
of “correct classification”. In this case, a document is cor-—reamentint 39| 59383(299)] 11.2] 20.0)57.0(299)
rectly classified when all the classes to which it belong are
in the firstk recommended classes. The idea is that thélable 2: Results dbaselineandTaxSOM k-coverageith
system provide the user with a set of probable classes witthree different values fok.
which to label a give CPG. If all the interesting classes are
among the recommendédthen the document is correctly
classified. that the recommendations madeTaxSOMare “more cor-
For example, suppose we know that a CPG should b&ect” than those made by theaselineapproach. Notice
classified to three specific classes. If the model proposes dhat the curves sometimes intersect with high values. of
the three classes among theecommended, then the docu- In this case, however, the result is less interesting. Iy fac
ment is considered correctly classified. If, on the contrarythe system is used to recommend the best classes, and the
the model fail to propose at least one of the three classe@Umber of suggested classes should be as small as possi-
in the recommende# classes then the CPG is consideredble. Actually, in a real task, what we can expect from such
wrongly classified. a system is that fqr each CPG few clas_ses are recommended
For example, a model havirgcoverageequal t060% as probable labeling classes for the given CPG.
for k = 10 means that fo60% of the documents all the In Table 2 are shown the results for three different situ-
corresponding correct classes appear in the first ten rankeaions: (i) a case where the system suggest a selection of
classes. 10 possible classe§ij) a case where the system suggest a
selection of 20 classe§iji) a case where the system select
. . the 10% most probable classes among all classes. For all
6 Discussion of Results the three cases and for all taxonomies it is always valuable
The evaluation of the proposed model has been performel® useTaxSOMdriven by the prior knowledge encoded in
on all 8 smaller taxonomies and the two original tax- the taxonomy than just usirtlzaselinewhich only uses the
onomies determining thie-coveragéor all possibleks. In  keywords that best represent the concepts.
Figure 2 are depicted the graphs of theoveragefor all In the table we also provided the results of the same
ks for all the eight smaller taxonomies. It can be easilytype of analysis done for the original two NGC hierarchies.
seen that for almost all reasonakkethe propose@axSOM  From these results it can be seen that the behavior of the
model always outperform theaselineapproach. models is (obviously) influenced by the absolute number
Actually, providing the besk ranked classes for each of classes in the hierarchy. NonethelegaxSOMis still
CPG (wherek should be reasonable small to be exploredbetter that théaselineapproach. Moreover, looking at the
by the physician) the probability of finding all the correct results of the third case (i.&. = 10%) the model still give
classes is higher fataxSOMhan forbaseline This means interesting results also for the two big hierarchies.
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Figure 2: The graphs depict tlkecoverage precisiofor all eight datasets.



