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Abstract
Nosocomial or hospital-acquired infections
(NIs) have become a major concern not only in
health care institutions but also among the gen-
eral public. Since 1994 the Geneva University
Hospital has been undertaking yearly prevalence
studies in order to monitor and detect NIs.
This paper describes a retrospective analysis
of the results of one such study. Our goal is to
identify patients with one or more NIs on the
basis of clinical and other data collected during
the survey. In this classification task, the main
difficulty resides in the significant imbalance
between positive or infected (11%) and negative
(89%) cases. To cope with class imbalance, we
investigate a support vector algorithm in which
asymmetrical margins are tuned to improve
recognition of rare positive cases. Experiments
have shown this approach to be effective for the
NI detection problem: we obtained a sensitivity
rate of 92%, significantly better than the highest
sensitivity (87%) obtained via novel resampling
strategies in a previous study.

1 INTRODUCTION
The problem of nosocomial1 or hospital-acquired infec-
tions has become a major public concern in the wake of

1Nosocomial (from the Greek word nosokomeion for hospi-
tal) are those which were not present or incubating at the time of
admission but have been acquired during hospitalization. Usu-
ally, infections occuring more than 48 hours after admission are
considered nosocomial.

several dramatic cases that have been widely disseminated
by the mass media. Surveillance is the key element in the
prevention and control of infections, regardless of origin:
it provides data to assess the magnitude of the problem, de-
tect outbreaks, identify risk factors, target control measures
on high-risk patients or wards, or evaluate prevention pro-
grams. Ultimately, the goal of surveillance is to decrease
infection risk and consequently improve patients’ safety.
Hospital-wide prospective surveillance is considered the
gold standard. However, because it requires resources
that are beyond what any hospital can afford, this strat-
egy is recommended only in selected wards, such as in-
tensive care units. As an alternative and more feasible ap-
proach, prevalence surveys are considered a valid surveil-
lance strategy and are increasingly performed. Their major
limitations are their retrospective nature, the dependency
on readily available data, a prevalence bias, the inability
to detect outbreak (depending on the frequency the sur-
veys are performed), and the limited capacity to identify
risk factors. However, they provide sufficiently good data
to measure the magnitude of the problem, evaluate a pre-
vention program, and help allocate resources. They give a
snapshot of clinically active NIs during a given index day
and provide information about the frequency and charac-
teristics of these infections. The efficacy of infection con-
trol policies can be easily measured by repeated prevalence
surveys [French et al., 1983].

2 DATA COLLECTION AND
PREPARATION

The University Hospital of Geneva (HUG) has been per-
forming yearly prevalence studies since 1994 [Harbarth et



al., 1999]. These surveys are undertaken every year at the
same period and last approximately three weeks. All pa-
tients hospitalized at time of the survey for at least 48 hours
are assessed for the presence of an active nosocomial infec-
tion. Data are extracted from medical records, kardex, X-
ray and microbiology reports, and interviews with nurses
and physicians in charge of the patient, if necessary. All
nosocomial infections active during the 6 days preceding
the day of survey are recorded and identified according to
modified Centres for Disease Control (CDC) criteria. Col-
lected variables include administrative information, demo-
graphic characteristics, admission diagnosis, comorbidi-
ties and severity of illness scores, type of admission, ex-
posure to various risk factors for infection (surgery, inten-
sive care unit stay, invasive devices, antibiotics, antacids,
immunosuppressive treatments), clinical and paraclinical
information, and data related to infection, when present.

This type of hospital-wide prevalence survey has been
favoured over prospective surveillance, as it is less time-
consuming. However, it still requires considerable re-
sources, as about 800 hours are needed for data collec-
tion only. Consequently, we cannot afford performing this
surveillance more than once a year. The aim of this pilot
study is to apply data mining techniques to data collected
in the 2002 prevalence study in order to detect nosoco-
mial infected patients on the basis of the factors described
above.

The dataset consisted of 688 patient records and 83 vari-
ables. With the help of hospital experts on nosocomial
infections, we filtered out spurious records as well as ir-
relevant and redundant variables, reducing the data to 683
cases and 49 variables. In addition, several variables had
missing values, due mainly to erroneous or missing mea-
surements. These values were assumed to be missing at
random, as domain experts did not detect any clear cor-
relation between the fact that they were missing and the
data (whether values of the incomplete variables them-
selves or of others). We replaced these missing values
with the class-conditional mean for continuous variables
and the class-conditional mode for nominal ones. These
preprocessing operations are often necessary in such retro-
spective analyses where data collection has not been engi-
neered specifically for data mining purposes.

3 THE IMBALANCED DATA PROBLEM
The major difficulty inherent in the data (as in many medi-
cal diagnostic applications) is the highly skewed class dis-
tribution. Out of 683 patients, only 75 (11% of the to-
tal) were infected and 608 were not. The problem of
imbalanced datasets is particularly crucial in applications
where the goal is to maximize recognition of the minor-
ity class 2. The issue of class imbalance, which has been
actively investigated and remains largely open, is handled
in a number of ways [Japkowicz, 2002], including, over-
sampling the minority class, building cost-sensitive classi-
fiers [Domingos, 1999] that assign higher cost to misclas-

2For convenience we identify positive cases with the minority
and negative cases the majority class.

sifications of the minority class, stratified sampling on the
training instances to balance the class distribution [Kubat
and Matwin, 1997] and rule-based methods that attempt
to learn high confidence rules for the minority class [Ali
et al., 1997]. In this paper we investigate another way of
biasing the inductive process to boost sensitivity (i.e., ca-
pacity to recognize positives) based on asymmetrical soft
margin support vector machines. Experiments conducted
to assess this approach are described in Section 5 and re-
sults are discussed in Section 6.

4 CLASSIFICATION
4.1 Support vector classification
Support vector machines [Vapnik, 1998; Cortes and Vap-
nik, 1995] (SVM) are learning machines based on the
Structural Risk Minimization principle (SRM) from sta-
tistical learning theory. SRM principle seeks to mini-
mize an upper bound of the generalization error rather than
minimizing the training error (Empirical Risk Minimiza-
tion (ERM)). This approach results in better generalization
than conventionnal techniques generally based on the ERM
principle.
Consider a labelled training set �x�� ���� � �
�� � � � � �� �� � �������� x� � ��. For a separable
classification task, there exists a separating hyperplane, de-
fined by w�x � �, with w the weight vector and � the bias,
which maximises the���	�� or distance between the hy-
perplane and the closest data points belonging to the differ-
ent classes. This optimum separating hyperplane is given
by the solution to the problem :
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�
�

�
��w��� (1)
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where �
��w�� is the distance between origin and hyperplane.

This is a quadratic programming problem (QP), solved by
Karush-Kuhn-Tucker theorem. Let � � ���� ��� � � � � ���
be the � non negative Lagrange multipliers associated with
the constraints, the solution to the problem is equivalent to
determining the solution of the Wolfe dual [Fletcher, 1987]
problem :
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The solution for w is

w �
�
�

����x�� (3)

There is a Lagrange multiplier �� for each training point
and only those training examples that lie close to the deci-
sion boundary have nonzero � �. These vectors are called
the support vectors. The classifier decision function ����
is :
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4.2 Soft margin
While the above method is fine for separable data points,
very often noisy data or sampling problems will lead to
no linear separation in the feature space. Very often, the
data points will be almost linearly separable in the sense
that only a few of the members of the data points cause
it to be non linearly separable. Such data points can be
accommodated into the theory with the introduction of
slack variables that allow particular vectors to be misclas-
sified. The hyperplane margin is then relaxed by penalis-
ing the training points misclassified by the system. For-
mally the optimal hyperplane is defined to be the hyper-
plane which maximizes the margin and minimizes some
functional ���� �

��

��� �
�
� , where � is some small posi-

tive constant. Usually the value � � � is used since it is
a QP and the corresponding dual does not involve � and
therefore offers a simple optimization problem. The con-
straint in (1) now assumes the form

���w�x� � �� � �� ��� �� �� � � � (5)

If we select � � � the optimization problem becomes
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������ �� ���w�x� � �� � �� ��� �� �� � ��

where �� introduces a positive slack variable that measures
the degree of violation of the constraint. The penalty C
is a regularisation parameter that controls the trade-off be-
tween maximizing the margin and minimizing the training
error. This is called the soft margin approach.
Again, instead of solving directly optimization problem (6)
we consider the corresponding dual problem
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The entire construction can be extended rather naturally
to include nonlinear decision boundaries. Each data point
x in input space is mapped into a vector z � ��x� in a
higher dimensional feature space. We can then substitute
the dot product ���x����x��� in feature space with a non
linear function ��x� x��, also called a kernel. Conditions
for a function to be a kernel are expressed in a theorem by
Mercer [Burges, 1998; Christianini and J.S., 2000]. The
final classifier ���� is then expressed in term of��x� x��
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4.3 Asymmetrical soft margin
The above formulation of the SVM is inappropriate in two
common situations : in case of unbalanced distributions, or
whenever misclassifications must be penalized more heav-
ily for one class than for the other. In order to adapt the
SVM algorithm to these cases [Karakoulas and Shawe-
Taylor, 1999; Veropoulos et al., 1999] the basic idea is to

introduce different error weights �� and �� for the posi-
tive and the negative class, which results in a bias for larger
multipliers �� of the critical class. This induces a decision
boundary which is more distant from the smaller class than
from the other. This transforms (6) into the following op-
timization problem:
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5 EXPERIMENTAL SETUP
5.1 Performance metrics
In classification tasks, performance of a classifier is com-
monly quantified by is predictive accuracy, i.e. the frac-
tion of misclassified data points on the test set. However
the significance of positives and negatives misclassifica-
tion may well be different or the class distribution may be
imbalanced making this metric close to meaningless. To
see this, consider a dataset consisting of 5% positive and
95% negatives. The simple rule of assigning a case to the
majority class would result in an impressive 95% accuracy
whereas the classifier would have failed to recognize a sin-
gle positive case—an inacceptable situation in medical di-
agnosis. The reason for this is that the contribution of a
class to the overall accuracy rate is a function of its car-
dinality, with the effect that rare positives have an almost
insignificant impact on the performance measure.

To discuss alternative performance criteria we adopt the
standard definitions used in binary classification. TP and
TN stand for the number of true positives and true nega-
tives respectively, i.e., positive/negative cases recognized
as such by the classifier. FP and FN represent respectively
the number of misclassified positive and negative cases.
In two-class problems, the accuracy rate on the positives,
called sensitivity, is defined as :

����������� � ������ � � �� (10)

whereas the accuracy rate on the negative class, also known
as specificity, is :

�!��������� � � ��� � �� �� (11)

Classification accuracy is simply :

������� � ��� � � �� � (12)

where � �� �� ��� �� is the total number of
cases.

5.2 ROC curves
In medical diagnosis [Centor, 1991] , biometrics and re-
cently machine learning [Provost et al., 1998], the usual
way of assessing a classification method is the receiver op-
erating characteristic (ROC) curve. A ROC curve plots
sensitivity versus � � �!��������� for different thresholds
of the classifier output. Based on the ROC curve, one can



decide how many false positives (respectively false neg-
atives) one is willing to tolerate and tune the classifier
threshold to best suit a certain application. A random as-
signment of classes to data would result in a ROC Curve in
form of a diagonal line from (0,0) to (1,1).

5.3 Evaluation strategy
The experimental goal was to measure the performance of
an SVM asymmetrical soft margin approach to cope with
uneven datasets. To train our SVM classifiers we use a ra-

dial basis kernel of the form ����� ��� � �	

�������� ��

�

��� .
To obtain the optimal values for the hyperparameters
������ and �� we experimented with different SVM
classifiers using a range of values. Given the limited
amount of data, 5-fold stratified cross-validation was ap-
plied to find the best classifier based on validation error.
The performance of the selected SVMs was quantified
based on its sensitivity, specificity and accuracy. For our
experiments we fixed �� at 1, and to determine the best
�� parameter we learned several SVM classifiers using
different values for ��.

6 RESULTS
Table 1 summarizes performance results for symmetrical
and asymmetrical SVMs on the original skewed class dis-
tribution and illustrates clearly the inadequacy of the for-
mer for this task. These are the best results from a selection
of configurations used for training the classifiers.

Table 1: Performance for different SVM configu-
rations (original class distribution: 0.11 pos, 0.89
neg)

SVM Classifier Hyperpar. Accu- Sensi- Specifi-
RBF Gaussian (� � ���) racy tivity city

sym. margin � � � 0.893 0.026 1
sym. margin � � �� 0.906 0.44 0.964
sym. margin � � �� 0.896 0.506 0.944

asym. margin �� �  0.876 0.586 0.912
asym. margin �� � � 0.828 0.76 0.837
asym. margin �� � �� 0.816 0.88 0.809
asym. margin �� � �� 0.744 0.92 0.722

In the first experiment based on symmetrical margins,
accuracy rates hover constantly around 90% whereas even
the best sensitivity remains barely higher than 50% (see
Figure 1). This clearly illustrates the inadequacy of the
symmetrical soft margin approach as well as the inappro-
priateness of accuracy as a performance criterion for the
nosocomial application.

To explore the effect of asymmetrical soft margins, we
trained SVMs with � fixed at ��� and �� fixed at � for a
wide range of �� values. Figure 2 illustrates the effect of
upper bound �� on the �� of the positive (i.e. infected)
class. For example, as �� increases, the number of false
positives is increased but at the detriment of a decrease in
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Figure 1: Generalization perfor-
mance of the symmetrical-margin
SVM classifier against different �
values
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Figure 2: Generalization perfor-
mance of the asymmetrical-margin
SVM classifier against different ��

values

the number of false negatives. Sensitivity increases while
specificity decreases with increasing values of�� (at least
up to 29), but as shown clearly in the figure, the gain in sen-
sitivity far outdistances loss of specificity—a fact occluded
by the concomitant decrease in accuracy.

In a previous study on the same nosocomial dataset
[Cohen et al., 2003], we compared the predictive perfor-
mance of 5 learning algorithms (including symmetrical-
margin SVMs) after applying novel methods based on syn-
thetic example generation to correct class imbalance. One
method consisted in downsizing the majority (negative)
class, not by randomly choosing existing cases, but by gen-
erating � prototypes via K-means clustering, where �

is the size of the minority (positive) class. These � proto-
types then replaced all the original instances of the major-
ity class. In an alternative approach, the minority class was
oversampled by applying agglomerative hierarchical clus-
tering to the original cases and computing the prototypes of
the resulting clusters at all merge levels. These prototypes
were then added to the original cases in order to expand
the minority class. Finally, we combined these two meth-
ods into a hybrid over/undersampling approach. All three



Table 2: Over/undersampling via synthetic example gen-
eration (0.5 pos 0.5 neg). Bracketed figures are baseline
sensitivity rates obtained prior to class balancing.

Classifier Accu. Sensitivity Specif. Method

IB1 0.84 0.56 [0.19] 0.88 KMU
NaiveBayes 0.75 0.87 [0.57] 0.74 HYB
C4.5 0.68 0.72 [0.28] 0.67 KMU
AdaBoost 0.75 0.84 [0.45] 0.74 KMU
SVM 0.75 0.83 [0.43] 0.74 KMU

methods were shown to lead to significantly higher sen-
sitivity than random oversampling and subsampling. Ta-
ble 2 shows the best performance measures obtained in
these previous experiments, together with the method used
(KMU for K-means based undersampling and HYB for the
hybrid method). Between brackets, the baseline sensitivity
rates (those attained by the classifiers on the original class
distribution) give an idea of the inherent difficulty of the
NI detection problem.

A comparison of Tables 1 and 2 shows that the asym-
metrical margin approach leads to better sensitivity than
all our previously proposed methods, provided that the ap-
propriate hyperparameters are used. The best sensitivity
rate in these previous experiments was 0.87, attained by
Naive Bayes coupled with hybrid over/undersampling via
prototype generation. SVMs using asymmetrical margins
and a C+ parameter of 29 perform remarkably better with
a sensitivity rate of 0.92.

In order to visualize and assess the behaviour of the
SVM classifiers throughout a whole range of the output
threshold values, the ROC curve shown in Figure 3 has
been produced. This allows experts to easily choose the
model best suited to their purpose. The model correspond-
ing to the circled point on the ROC curve (Figure 3) has
been retained by our experts for our NI classification ap-
plication. It corresponds to the highest sensitivity ��%
reached for a specificity of ����% which has been judged
completely acceptable.
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Figure 3: ROC Curve for SVM classi-
fiers varying error weight values for the
positive class ��

7 CONCLUSION AND FUTURE WORK
We analysed the results of a prevalence study of nosoco-
mial infections in order to predict infection risk on the ba-
sis of patient records. The major hurdle, typical in medi-
cal diagnosis, is the problem of rare positives. To address
this problem we investigated the feasibility of an algo-
rithm proposed by [Karakoulas and Shawe-Taylor, 1999;
Veropoulos et al., 1999] where class dependent regular-
ization parameters are introduced in such a way as to ob-
tain a larger margin on the side of the smaller class (asym-
metrical soft margin). The results obtained are basically
encouraging: whereas the sensitivity range of symmetri-
cal soft margin SVMs was ���� � �����%, it increased to
����� � ���% with asymmetrical soft margin SVMs. The
maximal sensitivity rate of 92% represents a significant im-
provement over the best sensitivity of 87% attained previ-
ously by the same authors using class balancing with syn-
thetic examples.
On the research agenda for the immediate future, we intend
to prospectively validate the classification model obtained
by performing in parallel a standard prevalence survey and
then to improve it in order to classify site-specific infec-
tions.
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