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Abstract

Machine learning techniques can be used to
extract knowledge from data stored in medi-
cal databases. In our application, various ma-
chine learning algorithms were used to extract
diagnostic knowledge to support the diagno-
sis of sport injuries. The applied methods in-
clude variants of the Assistant algorithm for
top-down induction of decision trees, and vari-
ants of the Bayesian classi�er. The available
dataset was insu�cent for reliable diagnosis
of all sport injuries considered by the system.
Consequently, expert-de�ned diagnostic rules
were added and used as pre-classi�ers or as
generators of additional training instances for
injuries with few training examples. Experi-
mental results show that the classi�cation accu-
racy and the explanation capability of the naive
Bayesian classi�er with the fuzzy discretization
of numerical attributes was superior to other
methods and was estimated as the most appro-
priate for practical use.

1 Introduction

Machine learning technology is well suited for the in-
duction of diagnostic and prognostic rules and solving
of small and specialized diagnostic and prognostic prob-
lems. Data about correct diagnoses/prognoses is often
made available from archives of specialized hospitals and
clinics, where the number of stored cases grows daily;
similar data gathering is done also in daily routine of
specialist medical doctors.
Such data gathering occurs also in the Center for Sport

Medicine of the Ljubljana University Medical Hospital,
where records of patients with sport injuries are col-
lected daily. This work is limited to data analysis of
patient records with injuries in athletics and handball.
The reason for this limitation is a large number of pos-
sible diagnoses. Moreover, even in this limited domain,

diagnoses have to be merged into diagnostic classes, in
order to provide for a reasonable number-of-patients vs.
number-of-diagnoses proportion needed for a successful
application of machine learning methods.

The aim of this work is to provide systematic
computer-supported data gathering and storing, intel-
ligent analysis of stored data, support of diagnostic de-
cisions, and the transfer of expert diagnostic knowledge
from the experienced specialist to young inexperienced
medical doctors. An important aspect, which has moti-
vated this study, is to reveal the unclear inuence of indi-
vidual anamnestic and clinical parameters for individual
diagnoses. Moreover, to support diagnostic decisions,
reasonably high diagnostic accuracy has to be achieved,
as well as the transparency of proposed solutions.

In recent years, many di�erent machine learning sys-
tems were developed. Machine learning methods [16; 18]

can be classi�ed into three major groups [13]: inductive
learning of symbolic rules (such as induction of rules [17;
6], decision trees [20] and induction of logic programs
[15]), statistical or pattern-recognition methods (such
as k-nearest neighbors or instance-based learning [7;
1], discriminate analysis and Bayesian classi�ers), and
arti�cial neural networks (such as networks with back-
propagation learning, Kohonen's self-organizing network
and Hop�eld's associative memory [2]). In this work we
are biased towards systems that provide for the explana-
tion of proposed decisions, therefore the application of
the `black-box' neural networks was considered inappro-
priate; we have also limited the selection of systems to
several variants of top-down decision tree learners and
to several variants of the Bayesian classi�er that have
proved to be well suited for supporting diagnostic deci-
sion making in numerous medical domains [10].

The paper is organized as follows. Section 2 briey de-
scribes the algorithms used in our study. Section 3 gives
the description of the problem of sport injury diagnosis.
Experiments and results are described in Section 4 to-
gether with the evaluation of the results by a medical
expert. The paper concludes by discussing the advan-



tages and disadvantages of applied systems, and gives
the directions for further work.

2 Machine learning systems

In this study we used only systems that provide for the
explanation of decisions. We used several decision tree
learners and several variants of the Bayesian classi�er.

2.1 Decision tree learners

Three variants of the Assistant algorithm were used
in our experiments: Assistant-R, Assistant-I, and
Assistant-R2 [14].

Assistant-R is a reimplementation of the Assistant
learning system for top down induction of decision trees
[4]. The basic algorithm goes back to CLS (Concept
Learning System) developed by Hunt et al. [8] and reim-
plemented by several authors (see [20] for an overview).
The main features of Assistant are the binarization of
attributes, decision tree prepruning and postpruning,
incomplete data handling, and the use of the naive
Bayesian classi�er to calculate the classi�cation in `null
leaves' (leaves for which no evidence is available, i.e., no
training example falls into a null leaf).

The main di�erence between Assistant and its reim-
plementation Assistant-R is that ReliefF is used as a
heuristic for attribute selection [11]. ReliefF is an ex-
tended version of RELIEF, developed by Kira and Ren-
dell [9], which is a non-myopic heuristic measure that is
able to estimate the quality of attributes even if there are
strong conditional dependencies between attributes. For
example, RELIEF can e�ciently estimate the quality of
attributes in parity problems. In addition, wherever ap-
propriate, instead of the relative frequency, Assistant-R
uses the m-estimate of probabilities, which was shown
to often improve the performance of machine learning
algorithms [3].

Assistant-I is a variant of Assistant-R that, instead of
ReliefF, uses the information gain as the selection crite-
rion, the same as the original Assistant algorithm. How-
ever, other di�erences to Assistant remain (such as the
use of the m-estimate of probabilities).

Assistant-R2 is a variant of Assistant-R that, instead
of building one general decision tree for the whole do-
main, generates one decision tree for each class (diagno-
sis). When classifying a new instance all trees are tried.
If several trees classify the instance into its corespond-
ing class the most probable class is selected. If none
of the trees `�res' the general tree for all the diagnoses
generated by Assistant-R is used.

2.2 Bayesian classi�ers

Two variants of the Bayesian classi�er are described,
as well as their mechanisms for handling continuous at-
tributes.

Naive Bayesian classi�er uses the naive Bayesian
formula to calculate the probability of each class C given
the values Vi of all the attributes for a given instance to
be classi�ed, assuming the conditional independence of
the attributes given the class:

P (CjV1::Vn) = P (C)
Y
i

P (CjVi)

P (C)
(1)

A new instance is classi�ed into the class with the max-
imal probability. We use the m-estimate [3] for comput-
ing the estimate of conditional probabilities:

P (CjVi) =
N(C&Vi) +m� P (C)

N(Vi) +m
=

N(C&Vi)

N(Vi) +m
+

m� P (C)

N(Vi) +m
(2)

where N(Cond) stands for the number of examples for
which Cond is ful�lled, and m is a user-de�ned param-
eter. The parameter m trades-o� the contribution of
the relative frequency and the prior probability. In our
experiments, the parameter m was set to 2.0 (this set-
ting is usually used as a default and, empirically, gives
satisfactory results [3]).
For computing the prior probability, the Laplace law

of succession is used [19]:

P (C) =
N(C) + 1

Nex + Ncl

(3)

where Nex stands for the number of examples and Ncl

for the number of classes.
The relative performance of the naive Bayesian classi-

�er can serve as an estimate of the conditional indepen-
dence of attributes.

Semi-naive Bayesian classi�er is an extension of
the naive Bayesian classi�er that explicitly searches for
dependencies between the values of di�erent attributes
[10]. If such a dependency is discovered, then the two
values Vi and Vj of two di�erent attributes are not con-
sidered as conditionally independent but rather as de-
pendent by replacing in equation (1) the term

P (CjVi)

P (C)
�

P (CjVj)

P (C)

by
P (CjVi; Vj)

P (C)



For such a replacement, the reliable approximation of the
conditional probability P (CjVi; Vj) is required. There-
fore, the algorithm trades-o� the non-naivety and the
reliability of the approximations of probabilities.

Continuous attributes have to be prediscretized
in order to be used by the (semi)naive Bayesian clas-
si�er. The task of discretization is the selection of a set
of boundary values that split the range of a continuous
attribute into a number of intervals which are then con-
sidered as discrete values of that attribute. Discretiza-
tion can be done manually by a domain expert or by
applying a discretization algorithm [21].

The problem of (strict) discretization is that minor
changes in the values of continuous attributes (or, equiv-
alently, minor changes in boundaries) may have a drastic
e�ect on the probability distribution and therefore on
the classi�cation. Fuzzy discretization overcomes this
problem by considering the values of the continuous at-
tribute (or, equivalently, the boundaries of intervals) as
fuzzy values instead of point values [10]. The e�ect of
fuzzy discretization is that the probability distribution is
smoother and the estimation of probabilities more reli-
able, which in turn results in more reliable classi�cation.

2.3 Explanation capability of systems

In medical diagnosis it is crucial that the system is able
to explain and argue about its decisions when diagnos-
ing a new patient. Especially when faced with an un-
expected solution of a new problem, the user requires
substantial argumentation and explanation.

Decision tree learners are known to often give an ap-
propriate explanation: induced decision trees are fairly
easy to understand and can be used to support diagnos-
ing without using the computer - this is particularly valu-
able in situations which require prompt decisions and in
situations when computer interaction is psychologically
inacceptable. Positions of attributes in the tree, espe-
cially the top (most informative) ones, often directly cor-
respond to domain expert's knowledge. However, in or-
der to produce general rules, these methods use pruning
[20; 4] which drastically reduces tree sizes. Consequently,
the paths from the root to the leaves are shorter, con-
taining only few most informative attributes. Frequently
physicians dislike such trees since too few parameters are
taken into account and the tree too poorly describes the
patients to provide for reliable decisions. Another prob-
lem is the variability of decision trees - frequently a small
change in the dataset causes a substantial restructuring
of the decision trees - this also decreases the physician's
trust in the proposed diagnosis and in its explanation.

Bayesian classi�ers induce a table of conditional prob-
abilities which indicate how much a feature (an attribute
value) contributes to a diagnosis. When explaining a de-

cision for an individual patient, the explanation of a de-
cision is provided by the indicated `weigth' of a feature,
i.e., the information gain for each patient's feature, as
well as the sum of information gains of all features that
are in favour or against the decision (diagnosis). The
information gain (measured in bits) is computed as

�log2P (C) + log2P (CjVi)

where C denotes an individual diagnosis, Vi an individ-
ual feature (attribute value), P (C) the prior probabil-
ity, and P (CjVi) the conditional probability. One of the
main advantages of this approach, which is appealing to
physicians, is that all the available information is used
to explain the decision; such an explanation seems to be
`natural' for medical diagnosis and prognosis.

3 The diagnostic problem

In the Center for Sport Medicine of the Ljubljana Uni-
versity Medical Hospital, records of patients with sport
injuries are collected daily. A patient's �rst visit to the
Center results in a diagnosis of the injury and a treat-
ment recommendation. Patients are usually treated by
a series of therapeutic measures in a number of consec-
utive visits to the Center, as well as with recommended
home treatment and exercising.

The current database of athletic and handball injuries
consists of 118 patient records, described by values of
49 attributes. Although it is clear that for various di-
agnoses attributes have a varied diagnostic importance,
the expert can identify the most important diagnostic
attributes which include, for instance, the localization
of injury, the test of forced movement, and the Lah-
man's test. Diagnoses are grouped into 30 diagnostic
classes (the original database deals with more than 50
diagnoses). The most frequent diagnosis is the injury of
ligamentary insertions (16% of patients have this diag-
nosis), thus the majority class is not signi�cantly larger
than other classes, which have 11% (injury of muscles of
the back side of the thigh), 10% (injury of ankle joint),
etc. There are 11 diagnostic classes represented by a
single training instance, and 4 classes with two training
instances each. A reasonable grouping of similar diag-
noses only partly solves the problem of classes with too
few instances. For example, the merging of diagnoses
`distensions of muscles semitendinosus' and `distension
of biceps feminoris' into a common diagnostic group `in-
jury of muscles of the back side of the thigh' is justi�ed
by the same location of muscles (as they are both located
at the back side of the thigh), the same symptoms, sim-
ilar treatment, and the same physiological cause of the
two injuries.



3.1 Insu�cient number of training
instances

For the given large number of diagnostic classes, the
number of available training instances is much too small
to provide for reliable diagnostic decisions. The reason
for a small number of instances is that only recently sys-
tematic data gathering has started, after having de�ned
and selected the relevant diagnostic attributes and their
values. The expert could, by browsing through old pa-
tient records, provide more training examples. However,
due to the time constraints in the expert physician's
daily practice, the expert's preference is to add new
patient records when dealing with new patients. Con-
sequently, our decision support system provides also a
user-friendly interface which allows for inputing of new
training instances with type/range consistency checking,
as well as possible modi�cations of domain characteris-
tics (classes, attributes, values, ranges of values, ...). The
expert for sport injuries already made a modi�cation by
adding two new classes to the same domain: prognosis
and therapy.

3.2 Dealing with few training instances

The problem of diagnoses with an insu�cient number
of training instances was (temporarly) solved by pro-
viding for a combined expert system|machine learning
interaction when classifying new diagnostic cases. The
system supports the input of expert-de�ned rules that
have the same form as the training examples themselves.
However, the expert de�nes only those attribute values
that are characteristic for the diagnosis, whereas unim-
portant attributes remain unde�ned (value `unknown').
The rule acquisition system checks the consistency of
expert-de�ned rules with respect to the database of pa-
tient records. The rules are supposed to cover the stored
instances of a given diagnostic class, and not to cover
instances of other diagnostic classes. Discovered incon-
sistencies are reported and inconsistency elimination is
recommended.
Expert-de�ned diagnostic rules can be used in two

ways: as pre-classi�ers or as generators of additional
training instances.

� In pre-classi�cation mode, rules are `�red' in pre-
processing, before using a machine learning classi�-
cation mechanism. Thus, test examples, covered by
one of the rules, are classi�ed before machine learn-
ing classi�cation starts. The expert system enables
us to choose to either include or exclude the train-
ing examples, covered by one of the rules. We tested
both options.

� In example-generation mode, rules can be used to
`arti�cially' generate new training examples. For
each rule the system generates n arti�cial train-

ing examples (n is user de�ned). Each of arti�-
cal training examples is generated as follows: for
each atribute whose value is de�ned in the expert's
rule, set the value; for each attribute whose value
is not de�ned in the expert's rule, set its value to
`unknown'. In this mode, by providing for expert-
de�ned rules, the physician helps the system to in-
crease the number of training examples. However,
one has to be aware that adding arti�cial training
examples a�ects the distribution of training exam-
ples; therefore, parameter n should be reasonably
small.

For brevity, in the next section only results of the
pre-classi�cation mode are given. The results of the
example-generation mode are similar.

4 Experiments and results

Since the ultimate test of the quality of learners is their
performance on unseen cases, experiments were per-
formed on ten di�erent random partitions of the data
into 70% training and 30% testing examples. In this way,
ten training sets Ei and ten testing sets Ti, i 2 [1::10]
were generated. In addition, partitions followed the rule
that the training set must contain at leasta half of all
the examples of each class. In the experiments all the
systems used the same training and testing sets.
Results of the experiments in terms of the classi�ca-

tion accuracy and information score1 are outlined in ta-
bles below.

4.1 Results of experiments using decision
tree learners

Table 1 summarizes the results of the Assistant algo-
rithms, using the following parameter setting: m = 2,
prepruning = o�, and postpruning = on. All three vari-
ants of Assistant achieve approximately the same accu-
racy and absolute information score (note that the ac-
curacy and information score are computed for pruned
trees). The comparison of decision trees reveals that
Assistant-I selects substantially di�erent attributes than
the other two variants and also generates slightly smaller
decision trees, which are in turn slightly less accurate.

4.2 Results of experiments using Bayesian
classi�ers

The use of fuzzy boundaries signi�cantly improves the
classi�cation accuracy of the naive Bayesian classi�er
(see Table 2). Although the number of continuous at-
tributes is relatively small, strict discretization of con-
tinuous attributes exaggerates the importance of those

1The formulas for computing the absolute and relative
information score are given in the Appendix. Tables of results
give the absolute information scores.



Classi�er Accuracy (%) Inf. score Leaves (#)
x � x �

Assistant-I 58.2 5.8 2.19 0.28 20.9
Assistant-R 62.9 5.7 2.25 0.21 26.3
Assistant-R2 61.7 6.2 2.22 0.06 3.2

Table 1. The performance of the Assistant algorithms, all using the same parameter setting. The number of leaves
for Assistant-R2 is the average over 30 trees.

Classi�er Accuracy (%) Inf. score
x � x �

naive Bayes - strict 59.4 4.9 1.83 0.15
naive Bayes - fuzzy 69.4 3.0 2.32 0.19
semi-naive Bayes - fuzzy 59.4 4.8 1.82 0.15

Table 2. The performance of the Bayesian classi�ers with m=2.

attributes. In the physician's opinion, the continuous
attributes are not very important for classi�cation; the
fuzzy discretization correctly lowers their inuence which
importantly increases the classi�cation accuracy.
The use of the semi-naive Bayesian classi�er turns out

to be inappropriate for this domain. Joining of values
of attributes causes the accuracy to drop. The result
suggests that in this domain the attributes are relatively
conditionaly independent.

4.3 Results of experiments using
expert-de�ned rules

Expert-de�ned rules are consistent with the training ex-
amples, i.e., they cover only instances with the same
diagnosis as it appears in the conclusion part of the rule.
We compared the performance of such a combined clas-
si�er by either including or excluding the training exam-
ples covered by expert-de�ned rules (see Table 3). The
exclusion of these training instances does not change the
classi�cation accuracy signi�cantly; however, the gener-
ated decision trees are much smaller. This suggests that
the exclusion of instances covered by expert-de�ned rules
importantly simpli�es the model for other diagnoses.

4.4 Physician's evaluation of results

The expert physician is satis�ed with the classi�cation
accuracy achieved by the naive Bayesian classi�er and
estimates this accuracy as acceptable. Besides, he likes
the explanation of the decisions provided by the naive
Bayesian classi�er: he considers the sum of informa-
tion gains in favour/against a given diagnosis to be close
to the way how physicians diagnose patients. He also
prefers the naive Bayesian classi�er since it uses all the
available attributes for classi�cation.
On the other hand, the decision trees are not consid-

ered to be transparent. In fact the expert physician feels

that the number of attributes in the tree is too small and
that the classi�cation with a decision tree ignores signif-
icant information about the patient. The decision tree
generated by Assistant-I is even estimated as non-logical
while the decision trees of Assistant-R do replicate the
expert physician's knowledge about the most important
attributes and their logical relations.

A possible reason for a relatively poor explanatory ca-
pacity of generated decision trees lies in a large number
of diagnoses. In problems with a large number of deci-
sion classes, it is advisable to build trees that distinguish
a selected class (diagnosis) against all the other classes (a
binary classi�cation problem), thus generating decision
trees which give a better characterisation of the selected
diagnostic class, and consequently a better explanation
of the proposed decisions.

4.5 Evaluation on an independent test set

To further evaluate the most promising classi�ers, i.e.
the naive Bayesian classi�er and Assistant-R, we tested
their performance and explanation ability on a com-
pletely independent set of 20 new patients that were re-
cently treated in the Center for Sport Medicine in Ljubl-
jana. Table 4 shows the classi�cations of three typical
patients by the naive Bayesian classi�er (NB) and by
Assistant-R (A-R).

The naive Bayesian classi�er achieved 70% of the clas-
si�cation accuracy, whereas in 85% of cases the correct
diagnosis was one of the two most probable diagnoses
proposed by the classi�er. The accuracy of Assistant-
R was worse: it achieved a 47% classi�cation accuracy,
and a 64% accuracy if two most probable predictions
were considered.

The expert physician was pleased with good perfor-
mance of the naive Bayesian classi�er, which is obviously



Classi�er accuracy (%) inf. score leaves (#)
in. ex. in. ex. in. ex.

naive Bayes - fuzzy 69.4 69.4 2.32 2.19 / /
Assistant-I 58.2 57.6 2.19 2.13 20.9 13.0
Assistant-R 62.9 64.4 2.25 2.24 26.3 19.3
Assistant-R2 61.6 64.4 2.22 2.24 3.2 3.0

Table 3. The inuence of in/ex-clusion of training instances covered by expert-de�ned rules. The number of leaves
for Assistant-R2 is the average over 30 trees.

Pac. Diagnosis OK NB A-R
# % %

1 muscle injuries yes 92 4
1 tendinitis no 5 0
1 joint-injuries (�ngers) no 0 14
1 contusions no 0 13
1 syn.tractus ilitibialis no 0 12
1 distensio no 0 11
1 ... ... ... ...
2 apophysitis tibiae yes 57 26
2 ligamentary origin injury no 34 24
2 tendinitis no 8 0
2 muscle injuries no 0 10
2 ... ... ... ...
3 joint-injuries (�ngers) no 82 0
3 distorsio cubiti yes 8 13
3 contusions no 7 13
3 syn.tractus no 0 12
3 distensio no 0 11
3 ... ... ... ...

Table 4: The predicted probabilities (%) of diagnoses
for three selected new patients, given by the naive

Bayesian classi�er (NB) and Assistant-R (A-R); \OK =
yes" denotes the correct diagnosis.

much less sensitive to the small number of training in-
stances per each possible diagnosis than Assistant-R.

5 Discussion and further work

The classi�cation accuracy of 70% achieved by the naive
Bayesian classi�er (achieved on 20 new cases, as well as
on the 10 testing partitions of the dataset) is surprisingly
high if we take into account that the number of di�erent
diagnoses is 30 and that only 118 training instances are
available. The study suggests that our diagnostic prob-
lem is not very di�cult due to the appropriate selection
of attributes.
The naive Bayesian classi�er uses all the available at-

tributes, achieves the highest classi�cation accuracy, and
provides transparent explanation of its decisions. There-
fore, it is considered as the most promising machine-

learning classi�er that can support physicians' decisions.
Decision trees are considered to be inapropriate due to
the low number of attributes that they take into account.
These conclusions are in agreement with previous studies
in medicine [10].
Assistant's performance was less successful, which is

mostly due to the large number of diagnostic classes.
In this domain, ReliefF used by Assistant-R is a better
heuristic for estimating the quality of attributes than the
standard information gain heuristic used by Assistant-I.
ReliefF is a non-myopic heuristic that can correctly es-
timate the quality of highly dependent attributes. This
advantageous feature leads the learning algorithm to dis-
cover domain regularities which are in accordance with
the expert physician's knowledge. In further work we are
planning to evaluate also the explanation capabilities of
decision trees generated by Assistant-R2 which should
reveal whether a large number of decision classes was
one of the reasons for the expert's evaluation of gener-
ated decision trees as unsuitable for the explanation of
decisions.
We expect that future collection of data will substan-

tially increase the number of training instances. Physi-
cians plan to input the data of new patients on-line.
With new training instances we are expecting to achieve
a better accuracy and roboustness of the system. We
are also planning to extend the current expert system
to include other sport injuries. The system will be used
for supporting specialist's decisions as well as for ed-
ucational purposes, i.e., to train medical students and
non-specialist physicians.
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Appendix: The information score

The information score of induced rules [12] is a perfor-
mance measure for classi�ers. The most general answer
a classi�er can give is a probability distribution over the
Ncl classes.
Let the correct class of example ek be C, its prior

probability P (C) and the probability returned by the
classi�er P 0(C). The information score of this answer
I(ek) is computed as follows:(

�logP (C) + logP 0(C); P 0(C) � P (C)

log(1� P (C))� log(1� P 0(C)); P 0(C) < P (C)
As I(ek) indicates the amount of information about the
correct classi�cation of ek gained by the classi�er's an-
swer, it is positive if P 0(C) > P (C), negative if the an-
swer is misleading P 0(C) < P (C), and zero if P 0(C) =
P (C).
The average information score Ia of the answers

of a classi�er on a testing set consisting of examples
e1; e2; :::; et belonging to one of classes C1; C2; :::; CNcl

is calculated as:

Ia =
1

t
�

tX
k=1

I(ek)


