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Abstract is gathered and shared in inter- and intra-hospital infor-
mation systems. In fact, medical informatics has become
Excessive amounts of knowledge and a must and an integral part of every successful medical

data stored in medical databases request the
development of specialized tools for storing and
accessing of data, data analysis, and effective
use of stored knowledge and data. This pa-
per first sketches the history of research that
led to the development of current intelligent
data analysis techniques, aimed at narrowing
the increasing gap between data gathering and
data comprehension. Next, we present our view
on the relation of Intelligent data analysis to
Knowledge discovery in databases and Data
mining. Finally, we discuss the need for intelli-
gent data analysis in medicine and present the
aims of research in this area.

1 Introduction

“Now that we have gathered so much data, what do we
do with it?” This is the opening statement of the ed-
itorial by Usama Fayyad and Ramasamy Uthurusamy
in the Communications of the ACM, Special issue on
Data Mining [12]. Recently, many statements of this
kind appeared in journals, conference proceedings, and
other materials that deal with data analysis, knowledge
discovery, and machine learning. They all express a con-
cern about how to “make sense” from the large volumes
of data being generated and stored in almost all fields of
human activity.

Especially in the last few years, the digital revolution
provided relatively inexpensive and available means to
collect and store the data. For example, in the domain
of medicine, still in the mid-nineties one of the fathers
of Artificial Intelligence in Medicine, Edward H. Short-
liffe, partially blamed the underdeveloped hospital in-
frastructure for the failure to fulfill the initial promise of
the field [38]. Recently, however, the situation is chang-
ing rapidly: modern hospitals are well equipped with
monitoring and other data collection devices, and data

institution [40].

The increase in data volume causes greater difficul-
ties in extracting useful information for decision support.
The traditional manual data analysis has become insuffi-
cient, and methods for efficient computer-based analysis
indispensable. From this need, a new interdisciplinary
field, that of Knowledge discovery in databases (KDD)
was born [16]. KDD encompasses statistical, pattern
recognition, machine learning, and visualization tools to
support the analysis of data and discovery of principles
that are encoded within the data.

The results of computer-based analysis have to be
communicated to humans in an understandable way. In
this respect, the analysis tools have to deliver transpar-
ent results and most often facilitate human intervention
in the analysis process. A good example of such meth-
ods are symbolic machine learning algorithms that, as a
result of data analysis, aim to derive a symbolic model
(e.g., a decision tree or a set of rules) of preferably low
complexity but high transparency and accuracy. Being
in the core of KDD, the interest and research efforts in
machine learning were largely increased.

This paper first sketches the history of research that
led to the development of current intelligent data anal-
ysis techniques, aimed at narrowing the increasing gap
between data gathering and data comprehension. Next,
we present our view on the relation of Intelligent data
analysis to Knowledge discovery in databases and Data
mining. Finally, we discuss the need for intelligent data
analysis in medicine and present the aims of research in
this area.

2 Knowledge versus data: A historical
sketch
In late seventies and early eighties, AI in medicine

was mainly concerned with the development of medi-
cal expert systems aimed at supporting diagnostic de-



cision making in specialized medical domains. Short-
liffe’s MYCIN [37], representing pioneering work in this
area, was followed by numerous other efforts leading
to specialized diagnostic and prognostic expert systems,
e.g., HODGKINS [36], PIP [31; 41], CASNET [44],
HEADMED [17], PUFF [22], CENTAUR [1], VM [11],
ONCOCIN [39], ABEL [30], GALEN [42] MDX [8], and
many others. The most general and elaborate systems
were developed for supporting of diagnosis in internal
medicine [32; 28; 27]: INTERNIST and its follower CA-
DUCEUS, which, in addition to expert-defined rules as
used in INTERNIST, included also a network of pato-
physiological states representing “deep” causal knowl-
edge about the problem. The main problems addressed
at this early stage of expert system research concerned
knowledge acquisition [9; 10], knowledge representation,
reasoning and explanation [43]. A typical early expert
system schema is shown in Figure 1.

Rules were proposed from the early days of knowledge-
based systems, and expert systems in particular, as a
prime formalism for expressing knowledge in a symbolic
way. Rules have the undisputed advantages of simplic-
ity, uniformity, transparency, and ease of inference, that
over the years have made them one of the most widely
adopted approaches for representing real world knowl-
edge. Rules elicited directly from domain experts are
expressed at the right level of abstraction from the per-
spective of the expert, and are indeed comprehensible
to the expert since they are formulations of his rules
of thumb. However, human-defined rules risk capturing
the biases of one expert, and although each rule individ-
ually may appear to form a coherent, modular chunk of
knowledge, the analysis of rules as an integral whole can
reveal inconsistencies, gaps, and the deficiencies due to
their largely flat organization (i.e., the lack of a compre-
hensive, global, hierarchical organization of the rules).

It soon became clear that knowledge acquisition is
the hardest part of the expert system development task.
This was identified as the so-called “Feigenbaum bottle-
neck” [14; 15] in the construction of a knowledge base.
The knowledge base is the heart of an expert system. For
the effective use of expert system technology a knowl-
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Figure 1: An expert system schema of early ’80s.
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edge base needs to be complete and consistent. The
limitations of the first generation of expert systems [19;
23] coupled with the relatively high costs (in human and
other terms) involved in acquiring knowledge directly
from the experts, as well as the fact that databases of
example cases started becoming readily available made
the learning of rules from such data especially appeal-
ing, as a more efficient, less biased, and more cost-
effective approach. On the one hand, this led to the
developments in the area of machine learning (as de-
scribed below), and on the other hand, to the in-
vestigations of the use of deep causal knowledge that
could potentially overcome the difficulties encountered
when using unstructured shallow-level sets of rules [20;
18]. An early approach in combining the use of deep
knowledge and machine learning is presented in the
KARDIO study [5].

In late eighties and early nineties it thus became ap-
parent that knowledge acquired from experts alone is
unsuitable for solving difficult problems and that, when
developing decision support systems, the analysis of data
gathered in the daily practice of experts and stored sys-
tematically in databases can play an important role in
the support of expert decision making. This led to the
development of early machine learning algorithms [25;
33] aimed at the automatic extraction of rules or de-
cision trees from data. First machine learning systems
aimed at dealing with real-world data which may be er-
roneous (noisy) and incomplete include CART [6], C4
[34], ASSISTANT [4; 7], and AQ [26], whereas C4.5 [35]
is an efficient and the most popular machine learning
system of the nineties.

Machine learning approaches do not advocate the by-
passing of experts. Far from so. Experts are actively
involved, but in a different and more constructive way
than in the development of early expert systems. The
example cases come from the experts and the resulting
rules are validated by the experts for comprehensibil-
ity and other desired qualities. The learning approaches
ensure that the derived rules are consistent, hierarchi-
cally organized (for example in terms of a decision tree),
and, assuming that the collection of case examples used
provides an adequate coverage of the particular domain,
then the resulting set of rules will be of sufficient ac-
curacy and adequate coverage (i.e., without significant
gaps of knowledge). Furthermore, the expert provides
important background knowledge for focusing and guid-
ing the learning of rules. Irrespective of whether rules are
learned or directly acquired from experts, their format
should be simple, intuitive, and adequately expressive
for the purposes of the particular application.

Most machine learning systems extract propositional
rules from the data. Propositional rules are simple, cat-
egorical rules, with no variables, which nonetheless are
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Figure 2: A decision support system schema of late "90s.

considered adequately expressive for many real appli-
cations. Predicate rules, on the other hand, are sub-
stantially more expressive and thus first-order learning
techniques (recently known as Inductive Logic Program-
ming (ILP) [29; 24]) have been developed for domains
where the additional expressiveness is required. ILP
techniques are also well suited for learning from rela-
tional databases. Moreover, they have the ability of deal-
ing with elaborate expert knowledge that can easily be
formulated in the form of first-order theories captured in
the background knowledge to be used by the learner.

The nineties are characterized by the increasing gap
between the excessive storage of uninterpreted data and
the understanding of the data, and the need to over-
come this gap by the effective use of data analysis tech-
niques. The main emphasis of current research is thus
on data analysis. This led to the challenging new re-
search areas of Knowledge discovery in databases [16],
Data mining, and Intelligent data analysis, in which ma-
chine learning techniques have a major role when the
goal of data analysis is knowledge extraction. Cur-
rent machine learning research is characterized by a
shift of emphasis towards relational learning (ILP, [29;
24]) and more elaborate statistics applied in learning

and evaluation methodologies. In data analysis, another
trend is towards data abstraction and, in particular, to-
wards temporal data abstraction [21] that can be viewed
as a form of preprocessing for further data analysis. In
the late nineties, data analysis has an increased role also
due to the fact that data gathering is becoming dis-
tributed (e.g., telemedicine [2]), and that the analysis
of such data is even more demanding. Figure 2 shows
a possible schema of a decision support system of the
nineties, where decision support needs to deal also with
large volumes of data, as well as data gathering and anal-
ysis via the Internet and an intranet (see also the account

by [3]).

3 Intelligent data analysis: Its relation
to Knowledge discovery in databases
and Data mining

In order to argue for the selection of the term “Intelligent
data analysis” used in this paper, we need to give a defi-
nition of what we understand under this term, in relation
to the more established and more frequently used terms:
Knowledge discovery in databases and Data mining.
Knowledge discovery in databases (KDD) is frequently
defined as a process [13] consisting of the following steps:



Figure 3: The relation of Intelligent data analysis (IDA),
Knowledge discovery in databases (KDD), and Data
mining (DM).

e understanding the domain,
o forming the dataset and cleaning the data,

e extracting of regularities hidden in the data thus for-
mulating knowledge in the form of patterns, rules,
etc.; this step in the overall KDD process is usually
referred to as Data mining (DM),

e postprocessing of discovered knowledge, and
e exploitation of the results.

KDD is an interactive and iterative process in which
many steps need to be repeatedly refined in order to
provide for an appropriate solution to the data analysis
problem. In this process, data visualization plays an im-
portant role. The data mining step in the KDD process
deals with the extraction of knowledge from (typically
large masses of) data, thus describing the data in terms
of the interesting regularities discovered.

Intelligent data analysis (IDA) is largely related to
KDD. It also refers to the interactive and iterative pro-
cess of data analysis, with the distinguishing feature that
the architectures, methodologies and techniques used in
this process are those of Artificial Intelligence. Figure 3
shows the relation of IDA to Knowledge discovery in
databases and Data mining.

There is a large intersection between KDD and IDA.
The two fields have in common the topic of investiga-
tion, which is data analysis, and they share many com-
mon methods. However, there are some differences in
the characteristics of applied methods and domains un-
der investigation. As stated above, the main difference
is that IDA uses AI methods and tools, while KDD em-
ploys both AT and non-AI methods (e.g., machine learn-
ing data mining techniques are in the intersection of the
two fields, whereas classical statistical methods belong
to KDD but not to IDA). Another aspect concerns the
size of data: KDD is typically concerned with the ex-
traction of knowledge from very large datasets, whereas

in IDA the datasets are either large or relatively small.
This also affects the type of data mining tools used: in
KDD the data mining tools are executed mostly in batch
mode (despite the fact that the entire KDD process is in-
teractive), whereas in IDA the tools can either be batch
or applied as interactive assistants.

4 IDA in medicine - Why is it needed ?

The gap between data generation and data compre-
hension is widening in all fields of human activity. In
medicine overcoming this gap is particularly crucial since
medical decision making needs to be supported by ar-
guments based on basic medical knowledge as well as
knowledge, regularities and trends extracted from data.

The significance of intelligent data analysis methods
is manyfold:

e The first important aspect concerns the support of
specific knowledge-based problem solving activities
(diagnosis, prognosis, monitoring, etc.) by gleaning
out the useful information from the raw, mostly nu-
meric and often quite noisy, problem data; such data
analysis methods are referred to as data abstraction
methods. Here, the prime type of intelligent data
analysis is the derivation of temporal trends, and
overall the temporal dimension is of a crucial con-
cern. Since the primary goal of these methods is
(on-line) decision support, their quality assessment
is performance-based: for instance, is a method ac-
curate enough to be used for diagnosis and predic-
tion, does it predict well a trend or a value to be
expected at the next point of time? In this con-
text, visualization of data is extremely important
for supporting decision making and even invaluable
for successfully performing a problem solving task.

e The second aspect concerns the discovery of new
medical knowledge that can be extracted through
data mining of representative collections of example
cases, described by symbolic or numeric descriptors.
The available datasets are mostly incomplete (miss-
ing data) and noisy (erroneous). The methods for
extracting meaningful and understandable symbolic
knowledge will be referred to as data mining meth-
ods. The quality assessment of these methods is
based both on the performance (classification and
prediction accuracy, misclassification cost, sensitiv-
ity, specificity, etc.), as well as the understandability
and significance of the discovered knowledge.

5 Towards a classification of IDA
methods
Based on the main aspects of the use of IDA methods in

medicine discussed in Section 4, we propose the following
classification of IDA methods:



e Data abstraction methods are intended to support
specific knowledge-based problem solving activities
(data interpretation, diagnosis, prognosis, monitor-
ing, etc.) by gleaning out the useful abstractions
from the raw, mostly numeric problem data. Tem-
poral data abstraction methods represent an impor-
tant subgroup where the processed data are tempo-
ral. The derivation of abstractions is often done in a
context sensitive and/or distributed manner and it
applies to discrete and continuous supplies of data.
Useful types of temporal abstractions are trends,
periodic happenings, and other forms of temporal
patterns. Temporal abstractions can also be dis-
covered by visualization. The abstraction can be
performed over a single case (e.g., a single patient)
or over a collection of cases.

e Data mining methods are intended to extract knowl-
edge preferably in a meaningful and understandable
symbolic form. Most frequently applied methods in
this context are supervised symbolic learning meth-
ods. For example, effective tools for inductive learn-
ing exist that can be used to generate understand-
able diagnostic and prognostic rules. Symbolic clus-
tering, discovery of concept hierarchies, qualitative
model discovery, and learning of probabilistic causal
networks fit in this framework as well. Sub-symbolic
learning and case-based reasoning methods can also
be classified in the data mining category. Other fre-
quently applied sub-symbolic methods are nearest
neighbor, Bayesian classifier and non-symbolic clus-
tering.

6 Goals of IDA research in medicine

In this section we summarize the targets for Intelligent
data analysis in medicine. Any research in medicine aims
to directly or indirectly enhance the provision of health
care. IDA research in this fields is no exception. The
goals of IDA in medicine are:

e the intelligent interpretation of patient data in a
context-sensitive manner and the presentation of
such interpretations in a visual or symbolic form;
the temporal dimension in the representation and
intelligent interpretation of patient data is of pri-
mary importance,

e the extraction (discovery) of medical knowledge for
diagnostic, screening, prognostic, monitoring, ther-
apy support or overall patient management tasks.

IDA research in medicine is driven by a very prag-
matic aim, the enhancement of health care, and as such
the benchmark tests for such methods and techniques
can be no less than real world problems. Viable IDA
proposals for medicine must be accompanied by detailed

requirements that delineate the spectrum of real appli-
cations addressed by such proposals, and the in-depth
evaluation of resulting systems constitutes a critical as-
pect.

Another consideration is the role of IDA systems in a
clinical setting. Their role is clearly that of an intelli-
gent assistant that tries to bridge the gap between data
gathering and data comprehension, in order to enable
the physician to perform his task more efficiently and
effectively. If the physician has at his disposal the right
information at the right time then doubtless he will be
in a better position to reach correct decisions or insti-
gate correct actions in a timely fashion. The informa-
tion revolution has made the collection and storage, on
electronic media, of large volumes of data from diverse
sources a possibility. These data can be on a single case
(e.g., one patient) or on multiple cases. Raw data as
such are of little value since their sheer volume and/or
the very specific level at which they are expressed ren-
ders their utilization (operationalization) in the context
of problem solving an impossibility. However such data
can be converted to a mine of information wealth if the
real gems of information are gleaned out by computa-
tionally intelligent means. The useful, operational infor-
mation/knowledge, which is expressed at the right level
of abstraction, is then readily available to support the
decision making of the physician in managing a patient.

Important issues that arise from the rapidly emerging
globality of data and information are:

e the provision of standards in terminology, vocabu-
laries and formats to support multi-linguality and
sharing of data,

e standards for the abstraction and visualization of
data,

e standards for interfaces between different sources of
data,

e seamless integration of heterogeneous data; images
and signals are important types of data,

e standards for electronic patient records, and

e reusability at all levels, i.e., data, knowledge and
tools.

Clinical data constitute an invaluable resource for the
human race, the proper utilization of which impinges di-
rectly on the essential aim of health care which is “cor-
rect patient management”. Investing in the development
of appropriate IDA methods, techniques and tools for the
analysis of clinical data is thoroughly justified and this
research ought to form a main thrust of activity by the
relevant research communities.



7 Conclusion

Intelligent data analysis is a recently emerging research
area that was born from the need of extracting useful
information from increased volumes of data gathered in
databases. In medicine, overcoming the gap between
data gathering and interpretation is particularly crucial.

The goal of this paper is to relate Intelligent data
analysis research with respect to the past and re-
search trends, in particular to Knowledge Discovery in
Databases and Data mining. The paper proposes a clas-
sification of Intelligent data analysis methods into data
abstraction and data mining methods, and discusses the
needs for Intelligent data analysis in medicine.
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