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6 + 3 = 9 weights 
(model parameters)

exercise

sleep



neural network
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input (numbers, e.g. pixels from images)

output (e.g., image classification)
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AlexNet (Alex Krizhevsky, Ilya Sutskever, and Geoffrey Hinton) 
60 million parameters
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embedding into a vector space
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words - n-grams - neural network - classification



words - n-grams - neural network - classification

banana – ba, an, na, an, na
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encoding of 
input word

prediction  
of next word



encoding of 
input string

prediction  
of next token



encoding of 
input string
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She added a banana to her …

… mo



encoding of 
input string

prediction  
of next token

She added a banana to her mo…

… rn



encoding of 
input string

prediction  
of next token

She added a banana to her morn…

… in



encoding of 
input string

prediction  
of next token

She added a banana to her mornin…

… g 



encoding of 
input string

prediction  
of next token

She added a banana to her morning smoothie.



Generative AI and LLM

• Context 

• Encoding of context (sequence of tokens) 

• (Iterative) output prediction (sequence of tokens)
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Our swimming model 
had 3 parameters!

GPT-3.5 has 175 
billion parameters!

GPT-4 has 1.76 trillion 
parameters!

That’s 1,760,000,000,000!



ChatGPT

• A chat bot that uses trained LLM for text 
generation 

• Not an AI! 

• It’s web-based interface is useful but rather very 
limited, the more interesting things to come are 
underneath



just numbers 
let us see if they are useful


