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AlexNet (Alex Krizhevsky, Ilya Sutskever, 
and Geoffrey Hinton, 2012) 

60 million parameters
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AlexNet (Alex Krizhevsky, Ilya Sutskever, 
and Geoffrey Hinton, 2012) 

60 million parameters
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AlexNet (Alex Krizhevsky, Ilya Sutskever, in 
Geoffrey Hinton, 2012) 
60 million parameters
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Godec et al. (2019) Democratized 
image analytics by visual programming 

through integration of deep models 
and small-scale machine learning, 
Nature Communications 10:4551.



Images are simple. 
How about words?
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banana – ba, an, na, an, na
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she peeled the banana quickly 
monkey grabbed banana from the visitor 

this banana is too green 
he dropped his banana slice to the floor 

fresh banana smoothie with berries
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Generative AI

Type of artificial intelligence that can create new 
content, like text, images, or music, by learning 

patterns from existing data.
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encoding of 
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of next token

She added a banana to her morning smoothie.



Machine Learning  
Models Can Be Large

Swimming in Bled … 3 parameters 
AlexNet … 60 million parameters 
GPT-3.5 … 175 billion parameters 

DeepSeek-V3 … 671 billion parameters



Machine Learning  
Models Can Be Large

Swimming in Bled … 3 parameters 
AlexNet … 60 million parameters 
GPT-3.5 … 175 billion parameters 

DeepSeek-V3 … 671 billion parameters
Training dataset: 15 trillion tokens 

~150 million books 
2,000 Nvidia H800 graphics cards 

Price per card: €15,000 
Development time: two months 
Development cost: $5.6 million



Machine Learning  
Models Can Be Large

Swimming in Bled … 3 parameters 
AlexNet … 60 million parameters 
GPT-3.5 … 175 billion parameters 

DeepSeek-V3 … 671 billion parameters

learning requires a lot of data 
many models are freely available 
texts, images, sound, sequences 

medicine, engineering, chemistry, law, archaeology, 
telecommunications, anything...



Generative AI and LLM

• Context 

• Encoding of context (sequence of tokens) 

• (Iterative) output prediction (sequence of tokens)



Training LLMs: Pre-Training
Goal: Teach the model general language understanding. 
 
Data: Massive, diverse text corpora (web data, books, 
articles…). 

• Learns grammar, world knowledge, reasoning patterns. 

• Self-supervised learning (predict next token or fill in 
missing text). 

• Produces a foundation model.



Training LLMs:  
Supervised Fine-Tuning

Goal: Align the model with specific tasks and human-
determined behaviors. 
 
Data: Human-curated instruction–response pairs (several 
hundred individuals, several 100k instructions-responses). 

• Trains the model to follow instructions. 

• Teaches desired formats and context handling. 

• Reduces hallucinations compared to the raw pre-trained 
model.



Training LLMs:  
Reinforcement Learning

Goal: Align outputs with human preferences. 
 
Data: Human ratings or preference comparisons (several 
hundred annotators, several thousand comparisons) 

• Model generates multiple responses → human (or AI) 
ranks them. 

• Reward model is trained from rankings. 

• Final model learns to optimize for preferred responses.
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Our swimming model 
had 3 parameters!

GPT-3.5 has 175 
billion parameters!

GPT-4 has 1.76 trillion 
parameters!

(that’s 1,760,000,000,000!)



Chatbots

• A chatbot is a software application that uses an 
LLM to interact with users through natural 
language 

• Not an AI! 

• It’s web-based interface is useful but rather very 
limited, the more interesting things to come are 
underneath



Agents
• LLM is only the text engine; the real power (today) comes from agents 

• Agents: chatbot built on top of an LLM, extended with tools, memory, 
planning, and action-taking abilities. 

• Agents can: 

• use tools & APIs 

• search the web or databases 

• coordinate multi-step workflows 

• interact with external systems 

• Transition from chatbots to action-taking automation



What are then ChatGPT, 
Copilot, Claude, Le Chat?

• At the interface level: these are chatbots 

• At the capability level: they can be agents 
(depends how you use it) 

• The margin between chatbots and agents is 
becoming very thin



AI, what’s Next?
Multi-Modal Models 
Understanding and generating across text, images, audio, and video. 

Autonomous Agents 
LLMs using tools, APIs, and reasoning to complete tasks. 

Smarter, Smaller Models 
Efficient LLMs with strong performance and lower compute needs. 

Personalized AI 
Models adapted to individuals, teams, or organizations. 

Human-AI Collaboration, Real-Time Learning 
AI as a partner in creativity, research, and decision-making.


