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Tech policy / Al Ethics

Alis sending people tojall
—and getting it wrong

Using historical data to train risk assessment tools could mean that
machines are copying the mistakes of the past.

by Karen Hao January 21,2019

Al might not seem to have a huge personal impact if your most frequent brush
with machine-learning algorithms is through Facebook’s news feed or
Google’s search rankings. But at the Data for Black Lives conference last
weekend, technologists, legal experts, and community activists snapped
things into perspective with a discussion of America’s criminal justice
system. There, an algorithm can determine the trajectory of your life.

The US imprisons more people than any other country in the world. At the
end of 2016, nearly 2.2 million adults were being held in prisons or jails, and
an additional 4.5 million were in other correctional facilities. Put another
way, 1 in 38 adult Americans was under some form of correctional
supervision. The nightmarishness of this situation is one of the few issues
that unite politicians on both sides of the aisle.



How bad is Sacramento’s air, exactly? Google results
appear at odds with reality, some say

BY MICHAEL MCGOUGH f
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UP NEXT:

‘l almost feel like
we're being
punished.” What
it'slike in areas
with PG&E power

55

Smoke is affecting air quality all over California. Here's what it looks like at the Carr Fire, north of Redding, on July 31, 2018.
BY PAUL KITAGAKI JR. &
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Shares for another company called
Zoom are flying, but some might be
trading the wrong stock

PUBLISHED THU, APR 18 2019-11:19 AM EDT | UPDATED THU, APR 18 2019-4:27 PM EDT

Michael Sheetz
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SHARE f ¥ in M

KEY ® Zoom Technologies (ticker ZOOM) is not the company Zoom Video Communications
POINTS (ticker ZM) that began publicly trading Thursday on the Nasdag. THE VALLEY
/ GET YOUR TECH INSIGHTS FROM
® The former is a tiny Chinese wireless communications company that “does not have ACROSS THE GLOBE.
significant operations,” according to its profile listing on Yahoo. A AHER

Zoom Technologies Inc (ZOOM:Grey Market)

® Shares of Zoom Technologies hit a trading volume on Tk
the amount of shares that change hands on the average  Lest| 25857 PMEDT
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Fu RT u N E RANKINGS ¥ MAGAZINE  NEWSLETTERS VIDEO  PODCASTS CORONAVIRUS  CONFERENCES

FINANCE TECH NEWSLETTERS
Where investors can find income in a coronavirus- Square to suffer a ‘steep drop’ as many customers IPO 2.07
crushed market struggle to survive, analysts say

FINANCE - FOX NEWS

How Bill O’Reilly Leaving Fox
Fired Up O’Reilly Auto Parts
Stock

BY JEN WIECZNER

April 22, 2017 12:18 AM GMT+2

e

The decision follows
revelations that

As news broke this week that TV anchor Bill O’Reilly would be leaving Fox News,
investors observed a reaction in the stock market that few could make sense of: The
stock of the company that owns O'Reilly Auto Parts suddenly rose, even while the rest of
the market was falling. r

On Wednesday, as reports of O'Reilly’s imminent departure were cheered by those who
pushed for his ouster amid sexual harassment claims against the political commentator,
O’Reilly Automotive gained as much as 3%.
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Learning performance

Effectiveness of explanations

Fig. 1| A fictional depiction of the accuracy-interpretability trade-off.
Adapted from ref. ¥, DARPA.
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(a) Original Image

(b) Explaining Electric guitar (c) Explaining Acoustic guitar ~ (d) Explaining Labrador
—_— —_—

——

LIME explanations for the top 3 classes for image classification made by Google’s Inception neural
network. The example is taken from the LIME paper (Ribeiro et. al., 2016).



=

Test image Evidence for animal being a Siberian huslﬂ Evidence for animal being a transverse flute

Explanations using
attention maps

Fig. 2| Salienc_y does not explain anything except where the network is looking. We have no idea why this image is labelled as either a dog or a musical
instrument when considering only saliency. The explanations look essentially the same for both classes. Credit: Chaofen Chen, Duke University
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\uo \D OUQEQ higher = lower

J>
base value model output
14.34 16.34 18.34 20.34 2234 24.41 26.34 28.34 30.34
PTRATIO = 15.3 | LSTAT = 4.98 RM = 6.575 NOX =0.538 | AGE =65.2 | RAD = 1

higher & lower
output value base value
0.00317 0.00.01 0.02296 0.06004 0.1479 0.3206 0.562 0.7771 0.9046 0.9626 0.9859

| [ e e i

petal length (cm) = 5.1 ‘ petal width (cm) = 2.47' sepal width (cm) = 2.237 sepal length (cm) = 5.8
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Fig. 1| A fictional depiction of the accuracy-interpretability trade-off.
Adapted from ref. ¥, DARPA.






E,E,I}..,?:,ES,I,!XEMW machine intelligence

Stop explaining black box machine learning
models for high stakes decisions and use
interpretable models instead

Cynthia Rudin®




Table 2 | Comparison of COMPAS and CORELS models
CORELS

Black box; 130+ factors; might Full model is in Table 1; only
include socio-economic info; age, priors, gender (optional);

expensive (software licence); withi no other information; free,
so%are used in US justice syst: transparent

Table 1| Machine learning model from the CORELS algorithm

IF age between 18-20 and sex THEN predict arrest
— is male (within 2 years)
——
ELSE IF age between 21-23 and 2-3 THEN predict arrest
prior offences - —
ELSE IF more than three priors THEN predict arrest
————r _—
ELSE predict no arrest
—

This model from ref. * is the minimizer of a special case of equation (1) discussed later in the
challenges section. CORELS' code is open source and publicly available at http://corels.eecs
harvard.edu/, along with the data from Florida needed to produce this model.
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° v
%‘able 3 | Scoring system for risk of recidivism

1 Q| Prior arrests > 2 1 point 4_
2. O'fPrior arrests > 5 _1_point :@
3. | Prior arrests for local ordinance _1_ point E
4, \L ( égﬁat release between 18 to 24 _1_point
5. ;_‘_\_g_e at release > 40 _i point €
----- Score =2
R
Score =1 0 1 3 4
Risk (%) n9 269 50.0 731 88.1 95.3

This system is from ref. *, which was developed from refs. 'ﬁ{model was not created by a
human; the selection of numbers and features come from the RiskSLIM machine learning algorithm.
= 4
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Points K
PreopPSA T T T TT T T T T T 1
— 4 i1 02 03 a5 07 1 2 3 4 6 810 10
I ol S 4 6 8 10~y
eason Sum T T
53 7 9 —_
Inv.CgpsLIe Established
\ Pros. Cap. Inv. -
e Focal
. . Pos —>
Surgical Margins
g
) . 4 Yes
Seminal Ves. Invasionf————— ——Q
Pos
Lymph Nodes
Neg
Total Points ——————F——~ ————
0 40 80 120 160 200 240 280
84-Month Recurrence Free Prob. — X A — T T
= == (099098 095 09 0.80.7 0.50.3 0.1 0.01

Instructions for Physician: Locate the patient's PSA on the PSA axis. Draw a line straight upwards to the
Points axis to determine how many points towards recurrence the patient receives for his PSA. Repeat this
process for the other axes, each time drawing straight upward to the Points axis. Sum the points achieved
for each predictor and locate this sum on the Total Points axis. Draw a line straight down to find the
patient’s probability of remaining recurrence free for 84 months assuming he does not die of another cause
first.

Instruction to Patient: “Mr. X, if we had 100 men exactly like you, we would expect between <predicted
percentage from nomogram — 10%> and <predicted percentage + 10%> to remain free of their disease at 7
years following radical prostatectomy, and recurrence after 7 years is very rare.”
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Clinical Stage
Method of Diagnosis
Percent Cancer
Baseline PSA (ng/ml)
Age at Diagnosis (Years)
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A Preoperative Prognostic Model for Patients Treated with
Nephrectomy for Renal Cell Carcinoma

Pierre 1. Karakiewicz ", Nazareno Suardi“*, Umberto Capitanio “", Claudio Jeldres°,

o 0 0 0 e 50 © ™0 ac %0 100
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Fig. 2 - Preoperative nomogram predicting renal cell carcinoma (RCC)-specific survival at 1 yr, 2 yr, 5 yr, and 10 yr.
Abbreviations: § classification, symptoms classification; M, metastases (0 = absent; 1 « present).
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Nomographic representation of logistic regression models:

A case study using patient self-assessment data / é\g g 3 ?'_e '(«» c)’(
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Fig. 3 | Image from the authors of ref. *, indicating that parts of the test image on the left are similar to prototypical parts of training examples.

The test image to be classified is on the left, the most similar prototypes are in the middle column, and the heatmaps that show which part of the test
image is similar to the prototype are on the right. We included copies of the test image on the right so that it is easier to see to what part of the bird the
heatmaps are referring. The similarities of the prototypes to the test image are what determine the predicted class label of the image. Here, the image
is predicted to be a clay-coloured sparrow. The top prototype seems to be comparing the bird's head to a prototypical head of a clay-coloured sparrow,
the second prototype considers the throat of the bird, the third looks at feathers, and the last seems to consider the abdomen and leg. Credit: Image
constructed by Alina Barnett, Duke University
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