In the class, we will introduce
clustering using a simple data

set on students and their grades
in English and Algebra. Load the

data set from
http://bit.ly/2cawh6M.

D Data Table

o
File &°
Scatter Plot
[ JoN ) ] Data Table
Info
12 instances : Eaikis
2 features (no missing values) 1 LB
No target variable. 2 Cynthia
1 meta attribute (no missing 3 Demi
values) + IEmd
5 George
Variables 6 lan
Show variable labels (if present) 7 Jena
Visualize continuous values 8 Katherine
v 3
[ Color by instance classes o I
Selection 10 Maya
Select full rows 11 Nash
12 Phill

Restore Original Order

Report

Send Automatically

There are different ways to
measure the similarity between
clusters. The estimate we have
described is called average
linkage. We could also estimate
the distance through the two
closest points in each clusters

(single linkage), or through the

two points that are furthest away

(complete linkage).
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Lesson 23: Hierarchical
Clustering

Say that we are interested in finding clusters in the data. That is,
we would like to identify groups of data instances that are close
together, similar to each other. Consider a simple, two-featured
data set (see the side note) and plot it in the Scatter Plot. How
many clusters do we have? What defines a cluster? Which data
instances should belong to the same cluster? How does the

clustering algorithm actually work?

e0e@ & Scatter Plot
Axis Data
- 100 - Q
Axisx: | [® English u Qena ynthia
Axisy: (@ Algebra B
= Q. o
i
Algebra Jittering: 10% ‘
89.000 Jitter continuous values
100.000 80 Qa"
Points
61.000 _
92.000 Color: | (Same color) 9
49.000 Label: [ Student B Qa
70 therine
Shape:  (Same shape)
82.000 ape: | o) I g
99.000 Size: | (Same size) B 3
<
71.000 Symbol size: Q Ql
45.000 Opacity: 60 "Dermfiash
32.000
61.000 Plot Properties
Show legend
45.000 Show gridlines 50
Show all data on mouse hover Qeorge
Show class density
Label only selected points Qr@ea
Zoom/Select 40
| || Q
EBeucl Sty 0 20 30 40 50 60 70 80 9 100
Save Image Report English

First, we need to define what we mean by “similar”. We will assume
that all our data instances are described (profiled) with continuous
features; they are indeed, grades are given on continuous scale.
One simple measure of similarity is the Euclidean distance. So, we

would like to group data instances with small Euclidean distances.

Next, we need to define a clustering algorithm. Say that we start
with each data instance being its own cluster, and then, at each
step we join the clusters that are closest together. We estimate the
distance between the clusters with, say, the average distance

between all their pairs of data points. The algorithm is called
hierarchical clustering.
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One possible way to observe the results of clustering on our small

data set with grades is through the following workflow:

N

File

]

Data Table

A = A

Distances Hierarchical Scatter Plot

Clustering

Couldn’t be simpler. Load the data, measure distances, use them in

hierarchical clustering, and visualize the results in the scatterplot.

Hierarchical clustering widget allows us to cut hierarchy at a

certain distance score and outputs the corresponding clusters:
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You can also try this on the Iris
data.
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September 2016

Now for a larger data set. Take brown-selected (from

documentation data sets) and use the following workflow:

D

File

The Hierarchical Clustering widget visualizes the clustering in a

A

Distances

=

Hierarchical
Clustering

Scatter Plot

dendrogram. One can click on a branch of a dendrogram to select a

subset of the data instances. By combining it with the Scatter Plot

widget, we get a great tool for exploring the effects of clustering.
Try it with an appropriate pair of features to visualize (use Rank

projections).
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When working with gene
expression data, use the

Spearman correlation as a

measure of distance instead of
the Euclidean distance. It almost

always works better.

Hierarchical clustering works fast

for smaller data sets (define

smaller!). But for bigger ones it

fails. Simply, cannot be used.

Why?

[ JON )
Info
7 genes
7 matched NCBI's IDs
Organism
Saccharomyces cerevisiae S288¢
Gene names
Gene atttibute
B gene

Use attribute names

A
v
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In the brown-selected data set, the data instances are genes, and a

combination with several widgets from the bioinformatics add-on
becomes really appealing. We offer the following workflow more to

whet you appetite, as we will discuss gene set enrichment a bit

later in the course.

-
<
D A % Gene Info
File Distances Hierarchical
Clustering GO
GO Browser
= Gene Info
Filter
NCBIID ¥ Symbol Locus Tag Chromosome  Description Synonyms
854354 RPS30B (YOR182C) YOR182C XV ribosomal 40S subunit protein S30B
853993 RPL25 (YOL127W) YOL127W XV ribosomal 60S subunit protein L25
853969 RPL40B (YKR094C) YKR094C Xl ubiquitin-ribosomal 60S subunit pro... CEP52B, UB12,
853250 RPL39 (YJL183W)  YJL189W X ribosomal 60S subunit protein L39 RPL46, SPB2
852058 RPS17B (YDR447C) YDR447C v ribosomal 40S subunit protein S178  RP51B, RPL51B
851476 RPS16B (YDL083C) YDLO083C v ribosomal 40S subunit protein S168
851035 RPL38 (YLR325C) YLR325C Xl ribosomal 60S subunit protein L38

Select Filtered

Clear Selection

49



Introduction to Data Mining September 2016

Lesson 24: Animal Kingdom

Both of your lecturers spent substantial part of their youth
admiring a particular Croatian chocolate called Animal Kingdom.
Each chocolate bar came with a card — a drawing of some
(random) animal, and the associated album made us eat a lot of

g,o*maéxo
xt Q_,.C'AK‘RSTVO

chocolate. Then our kids came, and the story repeated. Some

things stay forever. Funny stuff was we never understood the order

3\ geritot in which the cards were laid out in the album. We later learned

i P o J;n\ about taxonomy, but being more inclined to engineering we never

9NN mastered learning it by heart in our biology classes. Luckily, there’s
]

data mining and the idea that taxonomy simply stems from

measuring the distance between species.

Here we use zoo data (zoo.tab from documentation data sets) with
attributes that report on various features of animals (has hair, has
feathers, lays eggs). Features are discrete, so we need to continuize
them. Then measure the distance (say, Euclidean) and compute
hierarchical clustering. Animals in

this data set are annotated with
D >_<i!’>_< A >_< LIE >_< E >_< type (mammal, insect, bird, and
File Continuize Distances Hierarchical Sieve Diagram Data Table SO On)' It would be cool to know
Chistering if the clustering actually
identified groups of animals that
belong to the same type. We can do this through marking the
clusters in Hierarchical Clustering widget, and then observing the

results in the Sieve Diagram.
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Checking this in the Box plot is even cooler.

Variable

legs=4

domestic=1
catsize=1

[® Cluster

Grouping

i Box Plot (1)

September 2016

None
() type

Display
Stretch bars

Save Image Report
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Try rerunning the clustering from
new random positions and
observe how the centers
conquer the territory. Exciting,
isn't it?

Introduction to Data Mining September 2016

Lesson 25: k-Means Clustering

Hierarchical clustering is not suitable for larger data sets due to the
prohibitive size of the distance matrix: with 30 thousand objects,
the distance matrix already has almost one billion elements. An

alternative approach that avoids using the distance matrix is k-
means clustering.

K-means clustering randomly selects k centers (with k specified in
advance). Then it alternates between two steps. In one step, it
assigns each point to its closest center, thus forming k clusters. In
the other, it recomputes the centers of the clusters. Repeating
these two steps typically convergences quite fast; even for the big
data sets with millions of data points it usually takes just a couple
of tens or hundreds iterations.

Orange's add-on Educational provides a widget Interactive k-

means, which illustrates the algorithm.

Use the Paint widget to paint some data - maybe five groups of
points. Feed it to Interactive k-means and set the number of
centroids to 5. You may get something like this.

[ JOX J #% Interactive k-Means
Data 1
X @x | T}
Y| @y | T}
0.8
Centroid:
entroids ‘. o
Number of centroids: 5(C ‘ », o
P—— )
0.6
Show membership lines |
>
| .
Manually step through 0.4
: L oo
Recompute Centroids [
Step Back
g $

02 |® ggoNq0®

Speed:

0.2 0.4 0.6 0.8

Save Image

Keep pressing Recompute Centroids and Reassign Membership
until it stops changes. With this simple, two-dimensional data it
will take just a few iterations; with more points and features, it can

take longer, but the principle is the same.
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How do we set the initial number of clusters? That's simple: we

choose the number that gives the optimal clustering.

Well then, how do we define the optimal clustering? This one is a
bit harder. We want small distances between points in the same
cluster and large distances between points from different clusters.
Pick one point, and let A be its average distance to the data points
in the same cluster and let B represent the average distance to the
points from the closest other cluster. (The closest cluster? Just
compute B for all other clusters and take the lowest value.) The
value (B - A) / max(A, B) is called silhouette; the higher the
silhouette, the better the point fits into its cluster. The average
silhouette across all points is the silhouette of the clustering. The
higher the silhouette, the better the clustering.

Now that we can assess the quality of clustering, we can run k-
means with different values of parameter k (number of clusters)

and select k which gives the largest silhouette.

For this, we abandon our educational toy and connect Paint to the
widget k-Means. We tell it to find the optimal number of clusters
between 2 and 8, as scored by the Silhouette.

@ ¥ k-Means
Number of Clusters Scoring (bigger is better)
Fixed: 3|1C k Score
. 2 [0.43
timized fi 2 lto 8l

© Optimized from 3 061

Scoring: = Silhouette [T 4 |07

Initialization 6 0.70

Initialize with KMeans++ [T 7 |0.64

Re-runs: 10 g | 0.61

Maximal iterations: 300

Output

Append cluster ID as: Class u

Name: Cluster
Report Apply Automatically

Works like charm.

Except that it often doesn't. First, the result of k-means clustering
depends on the initial selection of centers. With unfortunate
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selection, it may get stuck in a local optimum. We solve this by re-
running the clustering multiple times from random positions and
using the best result. Second, the silhouette sometimes fails to

correctly evaluate the clustering. Nobody's perfect.

Time to experiment. Connect the Scatter Plot to k-Means. Change
the number of clusters. See if the clusters make sense. Could you
paint the data where k-Means fails? Or where it really works well?

8 0 0 7 Paint Data

Class Label 19

Tools

N +

Brush Put Select

0 2

Lasso || Jitter Magnet 0.4 —

Q

Zoom

Options
Radius == ==, |
Density == y=——=
Undo | Redo T

Commit

@I Commit on change
Commit T —T — T — T T —T —T T T | — 1
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